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Social media platforms offer a rich repository of crowdsourced information that has the potential to monitor
human rights violations. The challenge is to quantify, interpret, and situate such unstructured data streams
in the broader context, which remains under-investigated in existing CSCW research. Addressing these
challenges demands computational solutions to extract large volumes of data in conjunction with human
intervention to transition the data streams into the offline context to render them usable and actionable.
Following an iterative human-in-the-loop computational approach, we explore whether citizen reports of
abductions concentrated on Facebook groups can be useful to complete official records on the ongoing crisis of
disappearances in Mexico. We conceptualize three key practices of the process of transitioning the data from
online to offline, followed by seven qualitative characteristics of the data streams that contribute to each stage
of the process. Our research contributes with an initial understanding of the challenges and opportunities of
migrating the local knowledge from online communities to be used as evidence by organizations seeking to
address institutional failures.
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1 INTRODUCTION
Social media sites have established themselves as more than ludic outlets for individual engagement
and have become platforms that enable citizens to organize through the accumulation of crowd-
sourced information. We know from prior work that people turn to these platforms in moments of
crisis [33, 79], when in search of emotional support [15, 21], and to take up volunteer efforts to
address local issues [30, 89]. As these diverse and serious uses of platforms like Facebook, Twitter,
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and Instagram have been taken hold, we can recognize the rich opportunities to bridge civic inter-
actions where governments and citizens alike use the affordances of social media to inform [72],
organize [88, 96], and take action on local issues [31, 39].

The ubiquity and embeddedness of user-generated content and local expertise clustered across
social platforms create a potential for aiding the discovery and monitoring of systemic issues that
are difficult to track through traditional media mechanisms due to stigma or institutional reluctance
[12]. Examples include tracing incidents of mental health crises on college campuses [85], or, in our
case, tracking an ongoing international human rights crises. Building on exiting work, we know that
social media platforms can be turned to for evidence to hold institutions accountable [18, 19, 93]. An
example of this practice are the hundreds of YouTube videos documenting human rights violations
in the civil war in Syria [26, 32, 68]. Similarly, social media data has been useful in identifying
cases of violence against specific populations in the absence of official records [58, 59], and in
extending the categories of data collected by governments during humanitarian crises [69, 83].
While user-generated content ought to be a valuable resource for investigations, it remains unclear
how to apply social media data as robust evidence, particularly in instances where non-government
organizations (NGOs) are seeking legal interventions. Furthermore, the existing research on these
topics is limited to examining eyewitness videos and images shared during protests; there is less
work on examining the non-video content that could be migrated and leveraged by NGOs.

Across the different applications of turning to social media data to understand human rights
crises, a consistent challenge is preserving meaning as content is taken out of context: without
that context the documented experiences lose meaning and value [18, 34]. We refer to this as the
challenge of data migration, since drawing insights and leveraging social media datasets requires
us to migrate data from online communities where the data are being produced, into other contexts
where those data can be operationalized into actionable insights and evidence. The challenges that
data migration entails are not new. Previous research has examined the obstacles and implications
of data sharing and re-use across scientific disciplines and how these challenges are bound to the
context of production [27, 98]. Among the most prominent challenges are: how to make data legible
to different stakeholders and "rendered transportable and intelligible" [27], while maintaining data
quality, and addressing issues of documentation and provenance. Building on prior definitions
of data re-use, data migration "implies the communication of something to a set of potentially
unknown and unknowable others" [27], while additionally calling out the challenges of moving
across technological and institutional infrastructures that were never meant to inter-operate.
Ultimately, these challenges indicate that knowledge and insights from social media data cannot
simply be extracted from the context where they were produced, to be re-used in a different context
claiming a sense of objectivity and accuracy. Instead, they must retain context by addressing issues
of documentation, provenance, and recognizing that data are not self-contained units. Therefore
they always needed complementary external information to be understood [27].

These persistent challenges suggest that there is still a need to develop mechanisms that allow us
to manage and retain context as we migrate data from online communities to guide offline action.
Our research aims to address these challenges by focusing on the issues of documentation, context,
and provenance to facilitate data migration from Facebook groups to inform NGOs’ confronting
an on-going human rights crisis in Mexico. In the work we are presenting, we examine reports of
missing persons in Mexico that were shared via Facebook groups. Through an iterative process,
we identified seven data characteristics that helped us to migrate this content and establish a
data gap between the number of cases officially recorded in the government database of missing
people as compared to accounts of missing people circulating on Facebook. We focused on missing
person reports because there has been an increasing number of missing people since the most
recent war on drugs that began in Mexico in 2006 [38, 45, 97]. Several national and international
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organizations have urged the Mexican State to investigate and take action due to the increasing
number of missing people and clandestine graves [7, 8, 10, 108]. Despite the attention and scrutiny
from the global human-rights community, the exact number of missing people remains unknown
due to inconsistencies between the figures provided by government reports and those provided by
national and international NGOs [43, 44, 46, 71, 74]. The situation has only become more urgent
as recent discoveries of clandestine mass graves with unidentified bodies throughout the country
have come to light [52, 70, 74, 99, 100].

As a consequence of the crisis, a considerable number of NGOs and organizations supported by
relatives of missing people emerged across the country to ask the government for justice and a
resolution to the disappearances across Mexico [16, 37]. One of the most notable is the collective
called Movement for our disappeared in Mexico1, which is composed of more than 60 NGOs from
21 states. These NGOs are responsible for finding a large number of clandestine mass graves
[73, 74, 80], and they have successfully collaborated with the government to craft the General Law
on Forced Disappearance of Persons which stipulates responsibilities and procedures for recording
missing persons [6, 9, 64, 80]. The role of these NGOs in the ongoing crisis is crucial due to the
absence of experts and tools for forensic identification, the lack of knowledge of the context in
which disappearances take place, and the limited resources to conduct searches on behalf of the
government [37].

The combined scarcity of data, resources, and expertise for finding and maintaining evidence of
the on-going crisis also suggest opportunities for computational approaches that seek to identify
and aggregate data from novel sources. The challenge here is three-fold: first, identify signals in
social media data streams that can be linked with official data records; second, establish the scale
at which particular issues operate in social media; and third, verify the quality of social media
data streams. Addressing these needs requires developing a robust method of collecting, analyzing,
and cataloging social media born data to be used as evidence in the legal and policy context of
Mexico. These challenges are deeply human-centered and place-based, and build on prior empirical
research that established data-work practices among NGOs and the cooperative data-collection
practices deployed by Facebook group administrators and users [13]. Our contribution is to first
operationalize the migration of social media data to an offline context. We make this contribution
by developing three stages of the migration process and the qualitative characteristics of the data
stream that render this migration possible. Second, by establishing a data gap in the official database
of missing people, we depict how data migration and the characteristics we identified can be used
to support evidence gathering by NGOs. In this context, and building on prior work, we define
evidence as to any material or data that meet any of the following criteria: 1) provides a starting
point for investigation, 2) signifies the occurrence of a crime, 3) links a specific person or group to
the violation of a human right, 4) shows a pattern of behavior that may contribute to combating
state responses to allegations of abuse, 5) helps to determine what happened at a particular time
and place when an event happened, or 6) establishes the conditions in a place that is no longer
accessible by police or human rights investigators [17, 81].

In conducting this research, we aim to provide insight into a class of problems where the site of
data use is divorced from the site of data collection or production. By developing a data migration
process and the data attributes that support this procedure, we are working to transition from
individual responses to human-rights violations to collective and systemic capacities by building a
bridge between community data practices and institutions such as NGOs. As more communities
turn to computing infrastructures to organize and work towards social change, the need to design
and support locally informed systems of knowledge production only becomes more urgent.

1In Spanish: Movimiento por Nuestros Desaparecidos en México, website: https://movndmx.org/
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2 THE DRUGWAR IN MEXICO
Mexico is experiencing a renewed crisis of human rights violations and extreme violence coordinated
by organized crime as well as state security forces [45, 94, 102, 105]. One of the main characteristics
of this crisis is the re-emergence of enforced disappearances as a widespread problem [38, 102].
As described by the law establishing the National Registry of Missing or Disappeared Persons,
a disappeared person is “Any person whose whereabouts are unknown to their family or who,
based on reliable information, has been declared absent according with domestic law concerning an
international or non-international armed conflict, a situation of violence or disturbances, a natural
catastrophe or any situation that may require the intervention of a competent public authority” [5].
In vernacular terms, to “disappear” in Mexico is not only to be forcibly abducted, but also to be
ignored and forgotten by the government [28, 37, 82, 97, 103, 106].
The roots of the current crisis can be traced back to the 1960’s during the Dirty War (Guerra

Sucia), when Mexican security forces carried out the systematic repression of anyone suspected of
being part of the opposition movement [28, 82, 106]. During the Dirty War, there were no legal
protections to help victims’ families search for missing family members or investigate reported
abductions [28, 82]. The Dirty War ended in the 1980’s but the exact number of victims has still
not been officially recognized despite several different government commissions that were created
to clarify what happened and find those responsible [82]. It is within this larger historic context
that enforced disappearances have re-emerged via the War on Drugs that started in 2006. As a
result, by 2011, the Mexican government enacted the General Law on Forced Disappearance of
Persons recognizing the crisis and outlining a strategy to address the root problem [97]. Despite the
implementation of this legislation and the creation of multiple specialized government agencies and
databases, victims’ families and NGOs continue to bear the burden of documenting and searching
for missing persons [16, 47, 80].

The human rights crisis that Mexico is currently experiencing is, in part, a consequence of the fact
that violence and disappearance that took place during the Dirty War were never addressed by the
government [106]. The disappearance of people has been an uninterrupted practice since the 1960’s
and the government keeps failing to provide an accurate figure on the number of missing people, as
well as providing an explanation for those disappearances [53, 75, 106]. As a response to the crises,
a large number of NGOs have emerged. Some remarkable examples include the work conducted
by United Forces for Our Disappeared in Nuevo León 2 and The Others Missing 3. These NGOs are
part of the collective Movement for our disappeared in Mexico, and offer legal and psychological
support to the relatives of missing people, and organize search squads to recover bodies found in
clandestine graves.

3 RELATEDWORK
Addressing structural social ills like crime and violence require first understanding the magnitude
of the problem and then building policy and legal responses that intervene at the appropriate scale
– local, state, nation. Computing, from automation to data collection, plays an important role in
both gaining insight into the conditions and locations of crime and in supporting government and
non-government entities as they seek to support victims and develop structural remedies.

2In Spanish: Fuerzas Unidas por Nuestros Desaparecidos en Nuevo León (FUNDENL). This is an organization initiated by
relatives of missing people from the state of Nuevo León (http://fundenl.org/)
3In Spanish: Los Otros Desaparecidos de Iguala, Guerrero. This is an NGO in operation since 2014 that works with families
of missing persons in the state of Guerrero, Mexico (http://losotrosdesaparecidos.org/)
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3.1 Crime Detection and Prediction with Social Media
Like other crises, the emergence of social media and crowdsourced data create a new, distributed,
and accessible set of tools for the public to directly catalogue and share information about the
causes and consequences of enforced disappearance. The use of Information and Communication
Technologies (ICTs) in supporting citizen activism [39, 48], citizen participation in crime prevention
[41, 62], and the design of crime prevention tools has long been an area of focus for CSCW and
HCI more broadly [23, 60, 87]. More recently, researchers have examined the role of ICTs in
armed conflict and how ICTs support local responses to the unique challenges of recovering from
widespread violence and destruction [35, 55, 92]. By drawing together research from computational
crime prediction we can begin to layout the landscape for how to use social media data to confront
the current crisis of human rights violations in Mexico.

A growing body of computational research has begun to focus on assessing rates and prevalence
of criminal activities and violence based on social media data. Examples of this work include: using
protest images as a source to characterize and estimate violence during public demonstrations
[109],leveraging Twitter data to better understand patterns in incidents of crime and creating clas-
sification models to automatically label incoming social media data [67]; using Twitter data drawn
from local news agencies to predict hit-and-run vehicular accidents and breaking-and-entering
crimes [101]; and applying linguistic analysis and statistical topic modeling to spatiotemporally
tagged Twitter to improve crime prediction performance versus a standard approaches based on
kernel density estimation [49, 84]. Additional work has used Twitter data to augment and assess
vehicular descriptions linked to crime [42]; forecasting likely changes in crime over time using a
number of different social and environmental factors [11, 29, 107]; and estimating the population
at risk of crime (such as street robbery) in a given place and time by using geotagged traces of
Twitter postings [66].

While prior work has been of interest to criminologists [61, 95], criminal justice advocates [54],
and law enforcement organizations [40], much of it focuses on data from public criminal records
and data collected specifically from Twitter. Such an approach works well in social and cultural
contexts where data tracked by law enforcement can be treated as “ground truth” and where Twitter
is in widespread use – like the in the U.S. However, when looking to other geopolitical contexts,
the realities around both the dearth of robust crime data, and different preferences for social media
platforms raise the need to re-examine those assumptions and to use local constraints to both shape
how official data are treated and which social media data streams provide meaningful signals for
tracking and understanding public safety, and at the extreme, human-rights violations.

3.2 Technology and Human Rights Advocacy
Turning to the conditions in Mexico and the larger milieu of supporting human rights globally,
a small but important number of studies have begun to emerge in HCI. These have ranged from
investigating the emergence of “curators” – individuals who act as “war correspondents” – who
aggregate and disseminate information to large social media audiences [72]; to focusing on the
affective impact violent crime has had on local residents [36]; and to understanding how armed
groups of civilians known as “self-defense forces” have emerged through online channels to
challenge the powerful drug cartels [88]. In the last instance, these groups have adopted pro-militia
propagandist roles and online mobilization strategies to define the narrative of the armed conflict
[88]. In light of this work, although Mexico’s war on drugs has not been officially declared an
armed conflict zone, the conditions of violence and trauma in the communities we examined have
similar challenges to those in recognized conflict zones including a dependency on the available
(and inadequate) infrastructure and asymmetric access to ICTs [35, 92].
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For human rights NGOs addressing these conditions, the core of their work is to use national and
international legal systems to hold perpetrators accountable for human rights violations [69, 77]. A
critical first step in these interventions involves gathering and evaluating information that may
be used as evidence and then developing legal and policy strategies based on that evidence [77].
Just as new data sources and analysis techniques are changing how we are approaching crime
prediction and prevention, ICTs are changing how human rights organizations documenting and
conducting their advocacy work, including who does the work of documenting and advocating
[78]. The expansion of ICTs – the internet, smartphones, social media platforms, mapping, and
geospatial technologies – has become a powerful and ubiquitous tool facilitating the process of
documenting human rights violations [78].
While ICTs facilitate the production, storage, and distribution of digital information, they also

introduce new challenges for human rights defenders. Chief among these challenges is how to
manage large new data sources – both the volume and verification of these data – for use as
evidence in advocacy work [69]. The volume challenge relies on identifying relevant information
to a particular incident and whether or not the information documents a violation. The verification
challenge addresses the quality of information andwhether that information is at sufficient fidelity to
include it as a verified addition to the overall picture. Verification techniques demand a combination
of digital tools, external databases, and human expertise to identify the source, time, place, and
accuracy of information [69].

One response to these challenges has been the creation of various tools to reduce both the amount
of time to identify relevant information and the expertise needed to evaluate it. Tools like the
CameraV App and eyeWitness allow users to take photos and videos, and to automatically embed
metadata so the content can be further analyzed [3, 20]. Additional tools address the verification
challenges by harnessing the power of the crowd – systems like Veri.ly, a web-based tool that
verifies visual and textual information via crowdsourcing, distributes human-verification and fact
checking during humanitarian crises [2].
Although these specialized tools facilitate the collection of information by anyone, they are

typically only used by human rights NGOs and fail to gain the power of scale that would make
them more potent tools for data collection. On the other hand, social media platforms have become
an established and important mechanism for activists and civilians to gather information and
organize in the face of political and institutional collapse [96]. Due to their unique affordances,
like contextualizing content through social ties and local narratives and making information flows
personal and relatable [91, 96], social media platforms have the potential to become a tool that
works at scale to gather evidence useful for addressing human rights violations [22, 34].

The existing body of research demonstrates the potential of social media as a data source for
assessing and predicting crime. However, this prior research has been conducted in a narrow context
of both geopolitical conditions and social media use: the particularities and limitations of “ground
truth” which rely on existing robust data sources, established metrics, and rich analytic tools along
with specific platform use and assumptions do not neatly translate across social, cultural, and
political contexts. The challenges of how this class of unstructured, crowdsourced, and voluntary
data might bemigrated to address gaps in official data sources, rather than augmenting those sources,
remains an understudied area of empirical research. This shift from augmenting to contesting
official accounts of crime means we are not concerned with prediction models as such, and instead
are more concerned with developing techniques to use social media data as a robust proxy measure
for under-reported events. The question of how such proxy data can be migrated and integrated
with offline – and typically partial and provisional – data counterparts is paramount.
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4 CONTEXT AND METHODS
Understanding if and how social media data can be effectively mobilized to confront the human
rights crisis in Mexico starts with understanding both how NGOs in Mexico are confronting
violence and how citizens are using existing social media platforms to collect and share information
about local crime. Building on prior work we conducted over the past four years, we turned to
active Facebook groups as a site where local residents organize to track and share information
about a range of public safety concerns, including missing persons [13]. Because of how important
Facebook groups are to local, grass-roots efforts to track violent crimes, we want to specifically
examine how to leverage that crowdsourced content in order to bridge from the locally-focused
data collection and sharing to larger institutional responses being advanced by NGOs. We argue
that it is not enough to simply extract data from social media platforms; instead, that extraction
and concomitant analysis must be rooted in the standards of evidence and work practices of
organizations, institutions, and other stakeholders who could benefit from the findings and insights
those data may provide. The methodology we followed to bring local knowledge produced online
into the offline context was guided by the needs and challenges that NGOs face when gathering
evidence of human right violations [14].

We blended three stages of qualitative methodologies and computational methods into a recursive
pipeline that helped us establish the context of the data we were seeking, the scale at which it
was present, and finally, the veracity of the evidence that emerged from the data analysis. At each
stage, there was a feedback loop where new insights were tested and refined against prior insights,
resulting in a robust data-set derived from a social media data stream that is otherwise noisy and
imprecise. We develop this approach over three iterations, alternating between establishing the
context of our information in the online and offline communities, and adapting computational
methods to identify a signal and, once identified, build scale and evaluate their veracity. In presenting
our method and results, we refer to online data as any data coming from the social media steam,
and to official data as any data produced by governments or NGOs.
We focus on information gathered on Facebook because it is the most commonly used social

media platform for learning about crime in Mexico [56, 57]. According to the National Urban Public
Security Survey (ENSU by its acronym in Spanish)4, since the first trimester of 2018, Facebook was
the third most used source for learning about public safety, drug trafficking, and crime in Mexican
cities [56]. The top two sources of information were televised news and word of mouth with family
and friends [56]. Additionally, the use of Facebook to learn about crime has been steadily increasing:
in March 2018, 46.1% of the population were using Facebook; by September 2019, 50.9% of the
population turned to Facebook as their primary source of information about crime [56, 57]. It is
for these reasons we focus on the Facebook data stream instead of Twitter, as is common in other
studies.
Examining data from Facebook groups poses challenges of access, searchability, temporality,

and virality. Due to privacy options, Facebook groups can be secret, closed, or public. This, in turn,
affects the capacity of gathering data, since the privacy settings regulate the searchability of the
group. Secret groups are hidden in search, while closed and public groups are visible in search
though their content may not be available. Furthermore, the ephemeral condition of Facebook
groups complicates data collection, preservation, and verification since a given group can be
deleted by group administrators at any moment: deleting a Facebook group is an irreversible action
that removes the content from the platform. Lastly, the virality of the platform takes a different
form. Unlike in Twitter where both the broadcast nature of the platform and the use of hashtags

4In Spanish: Encuesta Nacional de Seguridad Pública Urbana (ENSU). Survey conducted quarterly by theMexican government
that provides insight on the perception of public safety among urban adults.
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Fig. 1. Key practices we develop at each iteration

enable tracing messages through different networks of people, on Facebook, there are no external
mechanisms to trace or follow how messages travel across groups, making it impossible to identify
where posts start and how they move through different communities on the platform.

4.1 An Ecosystem of Data and Databases
In order to begin to understand Mexico’s disappearance crisis, it is important to examine how these
incidents are being measured and classified. Within the country, there is a complex ecosystem
of institutions and databases cataloging missing people: there are at least nine different official
records produced by the government of Mexico and many more operated by NGOs and outside
organizations. The majority of these databases and tools were intended to be implemented across
the country; in practice however, there are wide disparities on how and where these tools are used
and enforced with records managed by federal, state-level, or independent organization [46, 97].
Further, each of national databases vary on the source of their information, the purpose of the
registry, and the level of accessibility to the public [97]. Since each database has a different definition
and approach for classifying who has gone missing, they all reflect a different number of victims
[43, 46]. Consequently, there is no canonical record of missing persons, nor is there a reliable way
to assemble one from the many different registries.
At the time of conducting this research, there were two national registries of missing persons:

The National Registry of Lost or Missing Persons (RNPED by its acronym in Spanish)5, which was
the first official registry that coordinated across federal agency [46, 97]; and the Ante Mortem/Post
Mortem (AM/PM) registry, a similar cross-agency tool for managing information on missing
people and human remains designed by the International Committee of the Red Cross (ICRC)
[1]. In addition to these two national registries, there are three official databases coordinated by
independent government agencies that record cases of enforced disappearances and missing people.
However, none of these databases are accessible to the public [46]. This last point is important
because even as the Mexican government has attempted to develop data resources to understand
the scope of human rights violations, there remains a large number of un- and under-reported
crimes. According to a 2017 report, for every crime that exists in the official crime statistics, there
are at least nine that were not recorded [4].

4.2 IntegratingQualitative and Computational Approaches
To find evidence of missing persons catalogued on social media, we stepped through three iterations
of our process. Each iteration was composed of three key practices: finding signals, scaling signals,
verifying signals (see Figure 1). Each iteration comprised a mixed-methods approach where we

5In Spanish:Registro Nacional de Datos de Personas Extraviadas o Desaparecidas.
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used computational methods to gather data, and qualitative methods that helped us contextualize,
seek scale and demonstrate the veracity of the data.
In the first iteration, we identified the online communities from which we would extract our

initial data. Then, we applied computational methods to classify the extracted data. Finally, we
manually reviewed those extracted data to understand the context of each post. Based on the
findings of the first iteration, we refined the computational method, expanded our qualitative
analysis, and reworked our data process to identify and collect cases of missing people. In the final
iteration, we first confirmed that all of the posts we gathered documented a missing person and
then removed duplicate records and verified the final corpus against the RNPED database.

4.2.1 First Iteration. The first iteration was guided by our previous fieldwork that explored data
practices in local communities and NGOs addressing the current crises of human rights violations
in Mexico [14]. This guided us to existing online communities with an understanding of how they
operate, and the language and topics discussed within. Additionally, we had expertise working with
government databases, which helped us understand the baseline for how the country registered
and tracked violent crime. Together, this helped us identify the online communities where we could
start collecting data and the topics that were relevant in both the online and offline contexts.

We decided to focus on the State of Mexico because according to the RNPED in 2017, it was the
state with the second most reports of missing people across the country – 3,890 cases. Using the
RNPED, we also identified the municipalities within the State of Mexico that had the highest rates
of reported abductions during 2017: Toluca with 438, Nezahualcoyotl with 413, Ecatepec with 408,
and Chimalhuacan with 216.
Relying on our prior research on the use of Facebook groups in tracking local crime [13], we

were able to identify 45 Facebook groups targeting those four municipalities. Specifically using the
names of the municipalities and common keywords used on Facebook groups that refer to tracking
crime and organizing against violence (e.g., complaint, neighbors, county)6. Then, using NodeXL
[90], we downloaded 13,289 posts and 2,481 associated comments. The posts collected and analyzed
in this research correspond to the period of January 2017 to December of 2017 so we could compare
with the latest available official data on missing persons.

After identifying online communities, and extracting the data, we built a training set by randomly
selecting a subset of 500 posts for hand-labeling. These posts, which were in Spanish, were hand-
labeled by two native Spanish speakers from Mexico to draw from their expertise to identify
slang and colloquial phrasing contained in the posts. Using the hand-labeled training set, we
built a Multilayer Perceptron classifier with 40 features, removing image-related features for the
classification process. This classifier predicted 851 posts as abductions. Then, two human labelers
manually reviewed each of the 851 posts to generate more gold labels and determine the precision
of the model. As a result of this process, the human labelers found that only 298 posts were correctly
labeled as abductions, giving the initial analysis a low precision value of 35%.
Since we were interested in non-video content, we built the first classifier using keywords and

text, but that turned out to be the wrong media since people were using images when exchanging
information about missing people. We got this insight by manually reviewing each post, and it was
only after understanding how people were trading information in these networks, that we were
able to implement a more suitable method: an image classifier.

4.2.2 Second Iteration. Since the majority of posts concerning abductions included images, we
determined that the initial classifier performed poorly because we chose to exclude images. For the
next iteration, we used an image classifier to account for the use of visual media when reporting

6In Spanish: denuncia, vecinos, delegación.
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cases of abductions. To better understand what kinds of images were being included in the posts
we manually examined each of the 298 posts that were correctly identified by the initial classifier.
From this, we identified two different kinds of Facebook posts on abductions: official and unofficial
posts. Official posts included images of a state-issued missing person flier that is generated when a
complaint is filed with the authorities. These fliers usually include a picture, name, age, physical
characteristics, and information about the place where the missing person was last seen (see
Figure 2). Unofficial posts consisted of homemade fliers that included text descriptions with or
without pictures, or homemade videos describing the circumstances of a missing person (see
Figure 3). Of the 298 posts that were correctly identified by the classifier from the first iteration, we
manually identified 155 posts contained an image of a state-issued flier.
We then re-processed the raw post data to scrape and store image data along with the textual

content in the posts and comments. In doing this we realized that the official posts always used
the same template, though image quality, size, and lighting varied significantly – some images
of the fliers were rotated, cut off, poorly photographed or the paper was wrinkled or dirty. We
constructed a feature set that derived multiple representations from the post’s image. The set
included a histogram of oriented gradients (HOG) representation of the images for edge detection,
a histogram of values in each color channel (using 20 bins), and word counts of text extracted via
optical character recognition (OCR). The intuition behind this featurization was that photos of the
official fliers tended to have a large amount of white, as well as edges in stable locations, along
with boilerplate text. The initial set of 414 features was reduced to a final feature set of 30 using
recursive feature elimination. No dimensionality reduction other than the above was performed.

The final model consisted of a gradient boosting classifier using 200 estimators and a maximum
depth of 3. The model was evaluated using K-Fold cross validation (K=10). The hand-labeled data,
which comprised the training set, consisted of 892 “false” samples (unofficial fliers or another kind
of post) and 154 “true” samples (state-issued fliers). Across 10 folds, the classifier achieved a mean
accuracy of 95.2%, a mean recall of 76%, and a mean precision of 90.6%.
We also implemented a convolutional neural network as a model, using images directly with

no manual featurization. It consisted of 3 sequential convolution layers, followed by activation
and max pooling, with two fully connected layers at the end. This model was run over 50 epochs
and produced a 94.4% accuracy on a train/test split of 66/33. This model was abandoned because it
produced similar performance but was much more computationally expensive.

4.2.3 Third Iteration. Our final model identified 450 official posts of abductions. We validated each
of these official posts following a qualitative approach with a manual review where we confirmed
the presence of a state-issued flier, and extracted the name, gender, age, the date, and place where
each person went missing. Using that information, we were able to cross-reference each post with
the RNPED database.

By confirming that each post contained a state-issued flier, we bridged the online with the offline
context, linking official reports or missing persons with online information sharing about those
cases. Additionally, from our previous work, we understood the significance of the information
that accompanies each Facebook post, such as the name of the Facebook group where the post was
published, the date, the author of the post, the comments of members of the community, and any
discussion that developed [13]. Collectively, this information provided details, such as newspaper
articles and other supporting material that further helped us establish the validity of each record.
At each of these iterations, the role of the classifier was primarily to identify the media that

people use to report abductions. As we moved forward with each iteration, the refinement of the
classifier was informed by our previous fieldwork and the qualitative analysis of the previous
iteration’s output. We documented our process, which later allowed us to identify the insights
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Characteristic Definition Relevance Stage

Official
The data originated
from the govern-
ment.

This attribute connects the online with
the offline context and to enable data
migration.

Finding Signals
Verifying Signals

Redundant Duplicate data
This attribute confirms the information
and provided us with new insights.

Finding Signals
Scaling Signals

Descriptive

Details embed-
ded within each
piece of data. E.g.
source, author, and
comments.

This attribute situates the content, indi-
cating the online community, the context
where it was posted, date, etc.

Finding Signals

Retrievable

Data that has the
potential to be
extracted or recov-
ered for further
analysis.

Essential attribute to extract and count
data.

Scaling Signals

Quantifiable
Data that can be
counted

Attribute that measure the scale of the
signal.

Scaling Signals

Situated
Attribute related to
the location where
it was produced

This attribute reveals the location where
the data was produced and how it travels
across online communities.

Finding Signals

Legible
Refers to the clar-
ity of information
encoded

Depending on the degree of legibility is
the usefulness of data.

Finding Signals
Verifying Signals

Table 1. Definitions of the characteristics and the stages where they are used

gained at each iteration, and to further reflect on the interplay of qualitative and computational
methods that enabled data migration.

5 FINDINGS
Data migration requires a deep understanding of the context where user-generated content is
being produced and the needs of stakeholders who may gain insight from that data. In the account
we present here, data availability and format were constrained both by the particularities of how
citizens in Mexico share information about their missing relatives on social media, as well as what
counts as evidence based on the local policy guidelines in Mexico [86].

Through our human-in-the-loop computational approach, we identified and confirmed 484 posts
of missing people across the 45 Facebook pages we examined. Each post included an image that
was analyzed computationally while any information like comments or the name of the Facebook
group to which the post belonged were analyzed qualitatively by visiting the Facebook groups. Our
analysis focused on identifying which characteristics of these data contribute or limit the process
of systematically migrating local knowledge produced online into contexts where these data might
be operationalized in a legal or advocacy framework.
Through our analysis, we developed three key practices: finding signals, scaling signals, and

verifying signals, and seven characteristics describing the attributes of data within each practice:
Official, Redundant, Descriptive, Retrievable, Quantifiable, Situated, and Legible. A detailed description
of each characteristic can be found in Table 1. The seven qualitative characteristics developed
from each of the three iterations. This process was guided by our knowledge of the legislation
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Stage Characteristic Method

Finding Signals Official, Descriptive, Legible, Situated Qualitative

Scaling Signals
Redundant, Descriptive, Quantifiable,
Retrievable

Computational Methods

Verifying Signals
Official, Descriptive, Legible, Quantifi-
able, Retrievable

Qualitative Methods and
Computational Methods

Table 2. Characteristics and Methods used at each stage

from Mexico and the techniques and methodological strategies NGOs have developed to identify
the probative value of different types of evidence. Based on these elements, we looked for data
characteristics that indicated a person went missing, the attributes that allowed us to maintain the
context of the data as we migrated them, and how they contributed to the operational definition of
evidence we outlined above. We describe each characteristic in the following section, linking them
with the practices we consider necessary for migrating local knowledge from online communities
into the offline context. Table 2 shows a concise description of the data characteristics and the
methods relevant for each key practice of our process.

5.1 Finding Signals
In examining how to migrate social media data streams to the offline context of human rights
advocacy, the first question we asked was how do we identify signals in social media data streams
that can be linked with official data records? By asking this question, we aimed to identify whether
or not there are social media data streams that document incidents of missing people.
During our qualitative analysis, we found that a key characteristic for identifying content in

the social media data stream was whether or not a given post could be described as official. Posts
bearing the characteristic of official are those where the data originated from the government.
In this case, posts that were accompanied by images of state-issued missing-person fliers were
categorized as “official posts.” An example of the official template can be seen in Figure 2.
From the 484 posts that we identified, 333 included an image of a state-issued flier, while 151

included an image of a homemade flier. Distinguishing official posts helped us to identify data
signaling the existence of an legitimate missing person claim, one that we would be able to verify

Fig. 2. Example of a state-issued flier of a missing person
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in the national data registries of missing people (RNPED database). We also made a baseline
assumption that official posts could more readily migrated from the context of the social media
data stream because they were derived from existing data present in state databases – they could
be cross-referenced and linked to supporting material and meta-data in order to bolster them as
evidence.

5.2 Scaling Signals
After finding signals that link social data streams with official data records, the next practice
consisted of scaling signals. At this stage, the goal was to address the volume challenge mentioned
in the related work: we needed to establish the scale at which reports of missing people occur in
social media data. Scaling signals helped us to determine the extent to which Facebook groups are
used to distribute cases of missing people. In this case, 30 Facebook groups concentrated all the
posts that included a state-issued flier. In scaling signals, we identified that the characteristics of
retrievable, quantifiable, and situated were crucial in enabling us to apply computational methods
to collect and establish the volume and source of data.
The characteristic retrievable refers to the fact that posts from Facebook groups published at

a determined point of time can be recovered for further analysis. However, this is a transient
characteristic because the existence of the Facebook posts strictly depends on the continuity of
the Facebook communities. While conducting this research, one of the Facebook groups that we
followed during the last three years, and from which we collected data, suddenly closed. Although
there are methods to extract, collect, and store the images contained in a post to prevent the loss of
data after a group has been closed, doing so eliminates other contextual details such as comments
and the identity of who created the post.
Within the data we collected, each post portrayed a case of a missing person, and due to the

format of the state-issued flier these posts are quantifiable, allowing us to identify the number of
abductions that were reported within the online communities. In the process of scaling signals,
we identified 333 Facebook posts that included an image of a state-issued flier. After removing the
instances with duplicate names, we ended up with 308 posts of missing people from the Facebook
groups. From the 308 posts, 200 posts reported missing women and 108 posts reported on missing
men.
When conducting our data collection, we assumed that people who went missing in a certain

geographic location were going to be more likely to be reported in a Facebook group targeting
that same location – this is what we capture with the characteristic situated. Contrary to our
expectations, our findings indicated that out of the 308 official posts, only 123 cases belonged to
the municipalities covered by our selected Facebook groups: the rest of the cases were located
outside that narrow geographic focus. Specifically, 114 cases were of people who went missing in
other municipalities in the State of Mexico, 59 cases were of people who went missing in one of the
municipalities of Mexico City, 8 cases were of people who went missing from other states across
Mexico. Lastly, there were 4 cases from which we could not identify where the person disappeared
because the image was not legible.
Each of these three characteristics helps us to evaluate the scale at which the cases of missing

people operate within social media, which was our second research question. These three attributes
allow us to identify, quantify, and document cases of abductions from diverse online communities
at specific times to then compare with the number of abductions reported in official databases.

5.3 Verifying Signals
After finding signals that linked social data streams with official data records and establishing the
scale at which incidents of missing people operate in social media, we asked how do we verify the
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Fig. 3. Example of redundant information from an unofficial and a state-issued flier

quality of social media data streams?. We identified three characteristics that contributed to the
verification of each instance of a missing person: redundant, descriptive and legible.

While conducting the qualitative analysis of the 484 posts of missing people identified in the
Facebook groups, we noticed redundant data either with duplicate names or multiple official notices
of the same missing person. Duplicates occurred when the classifier identified multiple posts that
reflected the same missing person. Figure 3 illustrates one of the 22 repeated cases we identified
among the 333 posts that included a state-issued flier. These 22 state-issued fliers were shared
across various Facebook groups, at different periods of time, and accompanied by comments and
descriptions of the missing people. Rather than perceiving redundancy as a deficiency of the
classifier, having redundant posts helped us verify the details of each case.

The information embedded within each post, such as the source, author, and comments, composed
the descriptive attribute. We identified three primary sources of posts: those published by the
relatives of the missing person, those published by members of local communities, and those shared
by the police. Sources of the posts are an indicator of the context and conditions in which the
people went missing. Additionally, the comments and the accompanying text of each post provide
insights into the particularities of their situation. For example, comments reflect conversations
over time among members of the online communities that provide valuable additional information
about the missing person. In other cases, the police provided updates or outcomes of the missing
person, announcing that the person was found either alive or dead. Occasionally, the information
provided in the comments was so rich and detailed that we were able to corroborate cases of
missing people with reports in newspapers. In other cases, we found videos and websites in the
comments providing more details about the people who had gone missing and about the strategies
used by members of the online communities to search for those individuals. As the comments show
in Figure 4, a man went missing, and his relative provided information on his medical condition to
the Facebook community. Also, other members of the Facebook community shared information
about the whereabouts of the missing men. The instances where these discussions developed were
less frequent, but when they happened, they became rich metadata describing details that would
otherwise be hard to find.
In the context of this research, we use legible to describe the clarity of information encoded in

state-issued fliers within the Facebook posts. As shown in Figure 2, each state-issued flier includes
details of the physical description of the person at the moment they went missing. These fliers
signal the existence of an official complaint, but not all of the fliers were clear enough to extract the
demographics details of the missing person. We need the demographic information of each victim
in order to search for them in the official database and make an accurate comparison between
social media data streams and official data.
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Fig. 4. Example of the descriptive attribute

From the 308 official posts, we extracted the demographic information from all but five posts
that did not include a name (two were abandoned babies, two were children, and one was an
elderly person). We then extracted the name, gender, age of the victim, and location of abduction
from the 303 official posts and cross-referenced these details in the RNPED database (the national
registry of missing persons). We found 27 names in the database; 276 names were not present in
the RNPED database despite the existence of an official complaint. The fact that we only found
27 of 303 officially reported missing people confirms the inconsistencies among different sources
about the number of missing people [43, 44, 46, 71, 74].

5.4 Situating Our Findings
The data migration process not only consisted of deploying a computational model to extract
pieces of data from social media platforms, it also included developing a procedure that tied the
interests and constraints of those who produce the data to the stakeholders who could leverage
that user-generated content. As mentioned before in verifying signals, from the 484 posts that
we identified, 333 included an image of a state-issued flier, which guarantees the existence of an
official complaint, legitimizing the information and linking the online with the offline context. The
significance of identifying and retrieving 333 state-issued fliers, of which only 27 individuals were
confirmed in the national database becomes clear once we understand the process by which a
person becomes a data point in the bureaucratic context of Mexico.
When a person goes missing, the legislation in Mexico has established a protocol to speed up

the search and contextualize the conditions of the abduction [97]. The first step is for the family to
file an official complaint with the police and establish if the case is related to domestic violence,
enforced disappearance, or kidnapping. Then, the appropriate government agencies initiate the
search for the missing person. After filing a complaint, there is no clear protocol for the authorities
to keep family members informed about updates on the case [97].
Although there is a protocol established to record and search for missing people, through

our research, we found that the police usually enforce practices that prevent recording cases of
abductions and encourage the removal of names of missing people [46]. Some of these practices
include misclassification of the abduction, denial of the filed complaint, and forcing citizens to
wait more than 72 hours before filing an official report (although the law indicates otherwise [97]).
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When the police enforce these practices, the names of those who are missing often do not even
make it to the point of having an official complaint, which omits them from any state-run database
[80].

For those cases where there is an official complaint, and the names reach a government database,
we identified two reasons names could be removed. First, if the police believe that the person who
has gone missing was involved in criminal activity, the name is removed from the database and
is redirected to a criminal investigation. The second reason results from political change where
people are removed when a new administration comes to power and restructures how missing
people are counted [106]. In the second case, outside observers have noted that names had been
consistently erased from national registries without offering an explanation to victims’ relatives
[104, 106].

What is crucial to understand from this process is that there is an extended lack of transparency.
Relatives of missing people have no recourse to demand accountability from the authorities. When
cases are recorded correctly in the official database, there are no mechanisms for relatives to follow
up or to know if the names were removed from the database [46, 97]. This lack of transparency
in how and why names are removed from the databases complicates the process of situating our
findings within the larger context of missing persons in Mexico while simultaneously reinforcing
the assessment of disappearances as a present human right crisis. Our results rely on the fact that we
have documentation of state-issued fliers recording missing people – fliers that are only generated
based on an official complaint which gives us a mechanism for testing the official database. The
ability to track and catalogue these reports independently becomes an important tool for NGOs
working to address the larger issue.

6 DISCUSSION
In working to understand how to develop social media data as a resource for NGOs developing
evidence to confront human rights violations, we arrived at a set of practices that integrate com-
putational and qualitative techniques for migrating data across contexts: finding signals, scaling
signals, verifying signals. By applying these practices in an iterative manner, we were able to
identify strong evidence of data gaps that exist in the official database of missing people in Mexico.
While there remains additional work to further explain why those gaps exist, our contribution
prioritizes the transferability of the characteristics that make data migration possible rather than a
context-free generalizable tool. This last point is important and draws from critical data studies as
well as design research where the context of data production is understood to be crucial and where
the design of tools to solve problems comes in response to the particulars of problem, context, and
capability [24, 27, 34, 76].

The data migration process we present here is deeply influenced by the information infrastruc-
tures in place. These infrastructures – implemented through formal and informal data practices
and linked to social, cultural, and institutional norms [24, 25] – define what counted as evidence,
and they enforce an understanding of the scale of the problem. As Bowker observed, information
infrastructures are as much social as political, and we need to look at the traces of their history
and constitution to understand “what kind of a tool they are, what work they do, and whose voice
appears in their unfolding narrative” [25]. Following Bowker’s lead, we examined the historical
development and evolution of the many different informational infrastructures that the Mexican
government has created to record the number of missing people. Through this analysis, we better
situate our findings and identify limitations of our approach.
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6.1 Information Infrastructures
The multiple databases and government agencies that exist in Mexico inscribe the work that has
been done by the government and both enable and hinder the coordination amongmultiple agencies.
On examining these multiple entities, we identified the elements taken into account to create these
databases, their implementation, and utility. Further analysis of the diversity of databases reflects
how the government has understood the crisis of missing people in the country, so far revealing
tensions between local and state entities when collecting and classifying data. Ultimately, these
databases operate as information infrastructures that enact legal and power disparities between
the government and relatives of missing people.

In addition to the numerous state databases, other factors operate as information infrastructures
and inform the data migration we followed, included police practices when deciding what counts
as evidence. Specifically, the sole reliance on police reports to identify missing persons, the criteria
that a missing person cannot have a criminal record, and uneven generation and acceptance of
reports by local officials. By understanding these factors, we were able to establish the veracity of
data pulled from Facebook because certain kinds of records – like the state-issued missing person
flier – are strong signals that should be verifiable.

Lastly, tensions emerged between the government and the victims, in the form of a lack of trans-
parency on how disappearances were recorded, the limited accessibility to government databases,
and the opaque definition of who counts as missing in the official record. These tensions are a
reminder of the constraints of the context where we carried out the data migration, but also point
to the relevance of developing alternative methods to identify cases of missing people. The seven
characteristics we developed contribute to establishing an alternative model that details the context
of each abduction, thereby shedding some light on how the collective and not only the individual
navigate the search for missing people.

6.2 Reflections on the Method: Maintaining Context
Data collected from social media platforms need to be understood in its unique political, cultural,
and historical context of production and circulation [17, 98]. As we previously mentioned, a
consistent challenge when using non-video content from social media platforms is preserving
meaning through context. The process and findings we present shed light on how qualitative
methods can be integrated with computational approaches to maintain the context, to identify
potential uses of social media data, and to develop appropriate mechanisms for data migration. This
process was deeply informed by previous fieldwork we conducted in both the online communities
from which we extracted our data, as well as on the needs of the NGOs that we aim to support
[14]. Rather than following a linear progression, the iterative process allowed us to reflect on the
insights gathered after each stage, refining the computational methods and contextualizing the
resulting data sets in the particulars of the communities that produced those data. This continuous
adaptation helped us identify the characteristics in both contexts, online and offline, that enable us
to establish correspondence between the work being done on social media in online communities
and the data and information needs of NGOs.

Within each key practice – finding signals, scaling signals, and verifying signals – we combined
computational and qualitative methods to properly identify and analyze trends and patterns of
user-generated content. The former helped us tackle challenges of identifying and extracting
volumes of data, while the latter methods guided our accounting of issues of representation and
interpretation. At the finding signals stage, we use qualitative methods to understand the online
and offline practices of people and the government when sharing, tracking and addressing cases
of abductions. Following an iterative approach at this stage helped us to identify not only that

J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2020.



111:18 Alvarado Garcia, et al.

people are using Facebook to exchange information about abductions, but they are specifically
using the official fliers that the government provides them once a person is reported as missing
with the police. Once we understood how people were trading information in these networks, we
were able to implement a more suitable method, an image classifier. In contrast, scaling signals
always required the use of computational methods to gather and process large amounts of data.
Lastly, verifying signals blended both for a human-in-the-loop computational approach to establish
the accuracy of the data analysis for mobilization in the offline context.
In addition to the process we developed, the data characteristics we identified contribute to

maintaining the context of social media streams during data migration. We maintained the locality
of data by keeping track of the Facebook communities from which we extracted each post and
the details of the location where the person was last seen. This information was identified and
recorded through the data characteristic of situated. The second characteristic that contributed
to maintaining context was the attribute of descriptive. This attribute provided insights on the
productions of the post and the community where it was circulated and extracted. The descriptive
characteristic required details embedded within each piece of data such as source, author, and
comments and helps establish a connection between online and offline efforts to recover missing
individuals. In addition to these characteristics, the attribute of redundant helped provide additional
accounts of a given abduction, which enabled us to identify whether there were multiple narratives
surrounding a missing person. Finally, the attribute of official, which refers to the state-issued
missing-person fliers that circulated on Facebook, was critical for bridging the online with the
offline context because the existence of the fliers meant there was a registered legal complaint.
Unlike the other data characteristics, this is the only one that can be considered in itself evidence.

As Loukissas powerfully argues, all data are local, and maintaining this locality demands effort
and a kind of care [63]. All together, the data characteristics that we identify in this work aim
to maintain this locality and, up to a certain point, encapsulate their context of production and
circulation. Our findings have implications for how social media data streams may be migrated and
shared across stakeholders, not despite, but because of their heterogeneity.

6.3 From Findings To Evidence
The seven data characteristics we identified helped us to determine 303 official cases of missing
people documented in Facebook group posts. Out of those 303 cases, 276 names were missing from
the Mexican national registry of missing persons – the RNPED database. Establishing this data gap
is an outcome of our contribution, the data migration process. This process is a methodological
pipeline that lets us identify cases of abductions within the social media data stream that were
already recognized by the government, and compare them with the official database of missing
people. Although our findings establish a data gap, that data gap is not self-explanatory – we do
not know what caused or accounts for the substantial discrepancy. It could be an indication of
people having been found either dead or alive, or it could be the result of technical or political
change [104, 106]. To make these findings useful for NGOs’, we need to transition these initial
findings into more robust evidence so they can effectively be mobilized with Mexico’s legal and
policy framework.

For many decades, NGOs have developed methodologies to validate and maintain the credibility
of the information they use when monitoring human rights violations. Some of these method-
ologies involve the use of direct evidence, such as identifying potential witnesses and obtaining
representative testimonies, gathering official statements of governments and secondary sources
such as local human rights monitors and press sources [77]. These techniques have been changed
and adapted based on the context where the fact-findings are taking place, the objectives that
sought to be achieved, the target audience, and the source of information [12]. Thus, it takes an
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accumulation of evidence and techniques, neither a unique approach nor a single piece of evidence
is enough to document human rights violations.
When dealing with user-generated content for documenting human rights abuse a significant

challenge is to determine what is immediately and long-term relevant and what is misleading
or false. These determinations are usually done through human resources coupled with a "deep
understanding of the local, social, and political conditions" of the place where the documentation
is taking place [18]. Due to this need of human analysis, any evidence or insight obtained from
user-generated content is usually considered as the starting point for investigations, rather than
seen as an endpoint [17]. Therefore, to fully transition our findings into evidence, would mean
partnering with NGOs to identify the kind of arguments they want to focus on and who do they
want to persuade, using the data gap we identify as starting point. Some of the arguments we could
expect NGOs making with our findings, is asking the government for more transparency on the
process of recording cases of missing people. Or NGOs could combine our findings with as many
other data sources as possible to identify patterns and trends [17].
Defining what counts as evidence depends on the media by which the data are produced, the

characteristics of those data that support re-localizing them in new contexts, the affordances of
the platforms from which they come, and the legal and political contexts into which they are
applied. Piecing together this entire pipeline is crucial for addressing large-scale social issues, like
the human rights crisis in Mexico. As we move toward building tools that support this process
we need to integrate the human and computational ways of knowing. Such tools might build on
the qualitative characteristics presented here, but they also need to be capable of maintaining the
locality of data and should align with local practices.

6.4 Challenges and Limitations
Due to the particular conditions in which we conducted our research, it is important to reflect on
two main limitations, first the context where the research took place and second the platforms
from which we gathered our data. Both the geopolitical context and the platform context shape
how our work could be replicated in other parts of the world and with different underlying social
media data sources.

Conducting this research in the context of Mexico reveals local implications of using social media
as a source to address data gaps. The social and security constraints that residents experience shape
to how they adapt the features of social media platforms, depending on their goals and constraints
[13]. Data migration processes need to account for these particularities as they take different forms
in different places. One particular constraint of this context is the fact that many residents in Mexico
do not report to the police when their relative is missing due to fear of retaliation and a pervasive
lack of trust [80]. Therefore, the challenge is to legitimize and count those cases of missing people
that do not have an official complaint, which goes beyond the analysis we completed here but
which also may be built on the characteristics we identified.

While Facebook maintains itself as the dominant mediator of a Mexican public sphere, we
need to reflect on the implications of focusing our efforts on these types of platforms. This starts
with reflecting on the commercial spaces we are supporting, the ecosystems of data that we are
reinforcing, and lastly by examining the voices and communities we are missing in these online,
public spaces [96]. Tufekci reminds us that although Facebook offers a plethora of information
and opinions, this networked public sphere is shaped by the policies, ideologies, legal concerns,
and financing models of (largely U.S.) corporate entities [96]. These commercial spaces are subject
to a multitude of different legal regimes because they operate in countries with dissimilar and
sometimes conflicting notions of free-speech as well as different commitments to liberal discourse.
Censorship and moderation practices carefully craft ecosystems of data where only some can freely
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express themselves. The consequence is that social media platforms have become gatekeepers,
defining what constitutes the public and the private sphere, shaping audiences and contributors,
and prioritizing or burying content based on a collection of algorithmic outcomes that at illegible
and inaccessible to individuals using these platforms [50, 51, 96].
Additional challenges include overcoming the reproduction of inequality and the exclusion of

those most affected by a crisis by naively turning to social media data streams [65]. The design
of any automated system to facilitate the migration of data from an online context to an offline
context – and specifically when seeking to establish robust evidence for use in legal or policy
interventions – requires us to consider alternatives that avoid disrupting local practices and
creating new dependencies. For example, preventing disruptive local practices would imply the
design of tools capable of grappling with the range of conceptions and uses of data of those who
capture, analyze, and draw conclusions from them. In this light, the use of Facebook posts as the
primary source of data becomes an inherent issue of dependency. Therefore, to avoid this type
of dependencies, we will need to design mechanisms to store and maintain the Facebook posts,
holding their contextual origin such as comments and names of the Facebook group where they
were created.

Lastly, as we move forward, we consider it useful to follow the guidelines suggested by Bowker
to build appropriate tools for our goals [25]: when facing incompatible data structures among
stakeholders, rather than creating unitary knowledge, advocate for plural representations that
facilitate coordination. For it is the coordination across contexts – data contexts, platform contexts,
institutional context – that is required to address threats to human rights.

7 CONCLUSION
In this paper, we examined the potential and limitations of using social media data streams to
augment and contest official records of the ongoing crisis of disappearances in Mexico. Through
a mixed methodology that interwove qualitative and computational methods, we were able to
identify seven qualitative characteristics—Official, Redundant, Descriptive, Retrievable, Quantifiable,
Situated, and Legible—of social media data streams that enable their migration to offline contexts
for advocacy purposes. We then linked each qualitative characteristic to one of the three key data
practices of developing social media data for use as offline evidence: finding the signal, understand
the scale at which that signal is present, and verifying its accuracy. The outcome of our research
provides an initial understanding of challenges and opportunities of migrating the local knowledge
from online communities to be used as evidence by organizations seeking to address institutional
failures. The empirical and methodological baseline we have established will enable future work to
more specifically explore strategies that enable NGOs to take action with these new data and to
support the particular and situated collaborative they do when confronting human rights violations
in Mexico and other international contexts.
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