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ABSTRACT
This paper examines the practices involved in mobilizing social
media data from their site of production to the institutional context
of non-profit organizations. We report on nine months of fieldwork
with a transnational and intergovernmental organization using so-
cial media data to understand the role of grassroots initiatives in
Mexico, in the unique context of the COVID-19 pandemic. We show
how different stakeholders negotiate the definition of problems
to be addressed with social media data, the collective creation of
ground-truth, and the limitations involved in the process of extract-
ing value from data. The meanings of social media data are not
defined in advance; instead, they are contingent on the practices
and needs of the organization that seeks to extract insights from
the analysis. We conclude with a list of reflections and questions
for researchers who mediate in the mobilization of social media
data into non-profit organizations to inform humanitarian action.

CCS CONCEPTS
• Human-centered computing → Empirical studies in collab-
orative and social computing; Empirical studies in HCI ; Ethno-
graphic studies.
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1 INTRODUCTION
Big data analysis is often presented as a desirable and promising
pathway for non-profit organizations in the humanitarian context
to determine when to act, what support to provide, and how to
report their success back to their funders [26, 29, 34, 98]. However,
such organizations face many problems to datify their work: their
data collection process is often determined by outside demands
(e.g., funders) [29, 117], they struggle to secure the human and
technological resources needed for developing and sustaining a
culture of data [32, 37, 84], and important levels of support to
develop strategic thinking that can lead them to turn data into
actions [37, 84].

Research in disciplines closely related to the field of Human-
Computer Interaction (HCI) such as crisis informatics and compu-
tational social science, suggests that the use of social media data
can help organizations navigate these issues. This type of data
can facilitate abundant data collection [78, 80], seems to provide
access to near real-time voices that can allow for faster deploy-
ment of support [54, 71], and contains nuanced evidence that can
help non-profit organizations to hold institutions and governments
accountable [18, 19, 116].

However, scholars within Critical Data Studies have issued warn-
ings about the use of social media data for devising actions that af-
fect human networks and communities [25, 45, 86, 104, 122]. Besides
the bias that all data analytical processes via machine learning (ML)
models introduce [41, 57, 92, 105, 112], social media data cannot
guarantee that the perspectives and needs it highlights are represen-
tative of those who are in need of support [45, 68, 74, 96, 104, 122].
Further, it is unclear how organizations in the humanitarian con-
text can derive actionable value from these data. To be used, social
media data is taken out of its site of production; thus, it is stripped
out of its meaning and its potential to generate comprehensive
knowledge of the situation on the ground [36, 45]. Despite these
problems, funders, researchers, and other decision-making actors
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continue to champion computational techniques that can main-
stream the use of social media data for informing humanitarian
action [17–19, 58, 65, 66, 131, 133]. It becomes, thus, critical to bet-
ter understand how non-profit organizations doing humanitarian
work engage with the process of analyzing social media data to make
effective, valuable decisions on the ground. Such an understanding
requires in-depth explorations of the challenges that these organi-
zations face, how they handle them, and how these negotiations
impact their initial data-related goals.

In this paper, we respond to this need and present an investiga-
tion into how an initiative within a large, transnational non-profit
organization mobilized social media data to determine the capaci-
ties that citizens and governmental institutions in the city of Mexico
were resorting to during the COVID-19 health crisis. Mobilizing
social media data means moving such user-generated content from
its place of origin—the social media platforms—into a different con-
text. Human interpretation and situated data practices are at the
core of this process [36, 101, 106]. Through ethnographic fieldwork
and self-reflexive accounts, we provide a view into a project within
the organization’s process from the perspective of the first author
who, thanks to an internship with the organization, worked as a
data-expert researcher, mediating the relationship between the or-
ganization and its data-based needs and goals. As Erete et al. point
out, the relationship between non-profit organizations and data
experts is “critical to the use, consumption, and interpretation” of
data [56].

Our findings describe different moments in the relationship be-
tween the organization and the data expert in her role as mediator
between an organization and the data. Those moments involve
practices and decisions related to (1) the definition of the dataset,
(2) the creation and establishment of the ground truth data, (3) the
sensemaking of the data, and (4) the extraction of insights and
value. In showing how the decisions involved at each stage shaped
the data and the insights obtained from the analysis, our findings
extend previous research on the implications of datification for
organizations [13, 28, 56, 127] to the context of social media data.

Drawing on our analysis, we discuss three critical assumptions
related to the use of social media data in the context of non-profit
organizations and propose a set of questions for data experts to
consider when facing these assumptions. First, we contest that the
use of social media data is straightforward, fast, and less expensive
than using other types of data. As our findings highlight, the careful
and reflexive mobilization of social media data requires a rather con-
siderable amount of resources that not every organization has at its
disposal. Second, we demonstrate that the assumed objective nature
of findings developed from social media data is not necessarily the
main value those data can provide to organizations. Our analysis
shows that there is much richer value in the negotiations between
non-profit staff and data experts, for it is there when important
questions and reflections about the problem context emerge. The
role of the data expert as a mediator between an organization and
the data is, thus, crucial for helping the organization recognize and
appreciate these unexpected forms of value. Finally, our analysis
challenges the belief that the effectiveness of the data expert’s work
is based on the computational methods they use. It is, in fact, the
researcher’s commitment to deliver contextualized insights what
allows for organizations to reflect on the decisions they can make.

The data expert, thus, needs to develop a critical view over their
own disciplinary practices and continuously reflect on how their
positionality affects their analytical abilities and decisions.

The analysis and discussion we present in this paper offer a
two-fold contribution to the line of research that explores the
role of Information and Communication Technologies (ICTs) and
data work in organizations carrying humanitarian interventions
[12, 13, 26, 28, 34, 80, 83, 98, 119]— especially work that has identi-
fied specific barriers that humanitarian organizations face to inte-
grate data into their processes and seek to offer these organizations
feasible and reliable alternatives. First, in showing the decisions
involved at each stage, we expand the existing understanding of
the data expert’s role [16, 75, 100–102] and the organizations’ dati-
fication process [7, 23, 118, 126] to include specific considerations
on the use of social media data which is often not generated with
humanitarian goals in mind. Second, our discussion of assumptions
(Section 6) contributes to the growing body of research on rec-
ommendations and frameworks for data experts to work towards
social good focusing on data work [35, 43, 53, 67, 97]. In particular,
the questions we propose in the discussion section can help data
experts in their self-reflection journey as they delve into data mo-
bilization processes, contributing thereby to discussions on how
humanitarian organizations can navigate the pressure to innovate
via datification [26, 80].

2 RELATEDWORK
2.1 Use of Data within the Context of

Non-Profit Organizations
The pressure for non-profit and humanitarian organizations to
know where and how to invest their resources is high; ensuring
that their actions can effectively attend to communities’ most acute
needs is critical to support society’s well-being [56, 98, 124] and
to organizations’ own subsistence. Most of these organizations’
operations depend on philanthropic and governmental funders
who demand evidence that their funds are put to optimal use
[26, 29, 56, 98, 124]. Motivated by the success of big data use in the
private sector, various important organizations and actors in the
non-profit and humanitarian field—including the World Human-
itarian Summit [26, 80], external funders seeking accountability
[38], and digital humanitarians [34]—are increasingly positioning
the tracking, collection, and analysis of large datasets as critical
operations for non-profits to satisfy their decision-making needs
[26, 29, 38, 80, 98].

Research has shown that data-driven decision-making can im-
prove the “performance, output, and productivity” [29] of organi-
zations in the for-profit and public sectors [26, 29, 38, 56]; contexts
in which big data are considered “the foundation for ongoing pro-
ductivity, innovation, and competitiveness” [26]. Building on these
success stories, organizations in the nonprofit and humanitarian
sector see in big data analytics a highly promising path towards op-
timizing their operations and results [38, 56, 70, 109], leading them
to “more productive and empowered decisions” [28] and enabling
them to “respond to funders’ performance measurement mandates”
[38].

For humanitarian, non-profit organizations, deriving value from
data, however, is far from seamless. For starters, identifying the
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data needed for engendering insights can be a struggle; in addi-
tion to having to consider their donors’ data collection demands,
non-profits need to choose from a vast as well as subjective, biased,
and flawed amount of data [98]. Abstracting actionable knowledge
from data demands organizations to recognize that data and in-
strumentation alone cannot fully reflect conditions “on the ground”
[26, 33, 38]. In their exploration of how organizations in a coordi-
nated immigration relief effort would perceive an automatic analy-
sis of qualitative organization-generated data [81], for example, the
authors found that organizations expected data to engender “com-
pelling examples reflecting the alleviation of suffering through the
assistance programs.” However, members of the organization were
highly disappointed when learning that the analysis only provided
a description of assistance operations. To be able to hold realistic
expectations about data and complement data lessons with other
sources, organizations need to invest in developing a culture of
data that assists organization staff in reaching a consensus about
how data can be valuable to them [26, 84].

However, securing the technological resources and skilled
staff [27, 29, 38, 56, 83], and even autonomy of decision-making
[27, 29, 38] that such a culture needs can be quite challenging
for these organizations[27, 29, 56, 72, 84, 124, 125]. Technology re-
sources and skills, for example, are either scarce for many of these
organizations [27, 29, 38, 56] or existent but underutilized due to
inappropriate technology and/or policy design [38]. While many
organizations navigate these issues via artful informal practices
(e.g., assembling of patchworks of information systems [125]), their
ability to plan and implement the technical side of data collection
and management is still often impaired [29]. Further, even if or-
ganizations are eventually capable of overcoming technological
barriers, many lack the autonomy and strategic thinking for using
data beyond meeting short-term funding requirements [29]. These
barriers feed a cycle of disempowerment, flooding organizations
with data and preventing them from engaging in data practices that
can lead them to effective decision-making [29, 119].

In this paper, we lay our focus on user-generated data, which is
often presented as an alternative for organizations to navigate dati-
fication challenges. These data can give an easy access to massive
amounts of evidence about people’s expressed needs [34, 80, 88].
While promising, the nature of these data also hints at an impor-
tant risk of further amplifying the issues that organizations already
face. User-generated data is highly disconnected from its site of
collection, and thus, it is prone to provide not only limited but
highly misguided insights. As Maitland et al., found, rich qualita-
tive data—either user-generated or organization-collected—entered
to an analysis process from points far away from their context
of origin risks “losing valuable contextual insights and silencing
local experts” [81]. Emerging research has already began to iden-
tify the extend of user-generated data limitations when trying to
provide lessons for humanitarian contexts. Burns et al.found that
crowsourced data for crisis relief efforts’ portrayal of local commu-
nities and their needs did not align with how these communities
saw themselves [33]. Alvarado-Garcia et al. identified that, while
organizations and activists can find valuable knowledge about cit-
izens’ perspectives during a humanitarian crisis on social media
pages, they struggle to turn this data into verifiable evidence that
can augment official data about the crises [12]. As they conclude

in a later work, systematically turning social media data into evi-
dence for guiding humanitarian actions requires “a robust method
of collecting, analyzing, and cataloging social media data” [11].

Aware of these limitations, scholars from disciplines such as
Science and Technology Studies (STS) and Critical Data Studies
have called into question the belief that, given its abundance, user-
generated data is complete [45, 122]. As [26, 33] explain, the process
of searching meaning and patterns in this type of data, obfuscates
“the institutional and community-based processes and limitations
that frame the types of data produced and the representational
strategies espoused.” Thus, these scholars urge organizations en-
gaging in data analysis—especially those seeking evidence to in-
form community and policy interventions—to reconsider how their
decision-making process for determining what is of value about
data and why, happens [26, 33]. This entails, engaging in more in-
depth explorations about organizations’ experiences as they decide
what data to collect vs others, how they can recover and document
the data’s context of origin, how they unearth relations form data,
how they negotiate data, and how they make sense of this under-
standing for taking action [26, 29, 33, 70, 73]. Given the critical role
that the human intervention of skilled staff has in the construction
and interpretation of data [25, 45, 86, 101, 104, 122], a path moving
forward is to engage in the needed organizational explorations
from the perspective of the data expert [56, 73]. Amongst impor-
tant questions to explore when unpacking such a perspective are
the factors that shape the experience of these individuals [73], the
collaborative practices they engage in when working with the rest
of the organization [56], and how data-driven demands shape these
work practices and organizational identity as a whole Bopp et al.
[29].

In this paper, our main concern is exploring the experience of re-
searchers that adopt the role of a data expert, mediating how social
media data becomes legible for non-profits. In particular, we are
interested in understanding how the organizational practices and
needs of stakeholders, who might benefit from the insights of social
media data, and the mediators’ human interpretation influence the
selection and interpretation of that data. Therefore, our investi-
gation is framed by the following research questions: (RQ) What
are the implications of mediating how NGOs mobilize social media
data from their site of production to inform institutional decisions for
addressing humanitarian crises?, (RQa) What are the practices that
mediators engage in when supporting NGOs?

2.2 Social Media Data and Human
Interpretation

Studies on datification and institutions agree that the full promise
of promoting data collection and analysis lies in the data-related
process ability to produce value for the institution and its different
stakeholders [26]. However, such a promise is underpinned by
assumptions that need careful unpacking. Sharma et al., for example,
explain that institutions and even researchers tend to hold a strong
belief that “if the quality of decisions can be improved by analytics,
then deriving value from those decisions is trivial” [115]. Other
common assumptions are that the heterogeneity and massiveness
of data ensures contextual relevance and sufficient granularity for
deriving value [26] and that “instrumentation alone is sufficient
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to deliver value” [77]. As STS scholars have increasingly argued,
these assumptions are dangerously simplistic: analytic systems and
algorithms that aim to shape user experience and economic and
labor decisions depend on human interpretation and socio-cultural
values [51, 92, 106, 108], and thus, the inferences they produce by
no means can be complete or objective [4, 31].

The human role in deriving value from data analytics begins
even before the data reach the computer [45, 110] and is constantly
present across all work practices in data science, including, dis-
covery, capture, curation, design, and creation [16, 101]. The def-
inition of the “dependent variable” used to train and validate ML
models—the so-called ground truth data—for example, demands
human ascription of the meaning—and thus, the value—behind the
data through labelling and annotation [102]. These processes are
typically based on the assumption that for each data point and
annotation instance there is a single right answer [20]. This way,
ground-truth labels synthesize the often infinitely more complex
realities comprised in each data point to make them “readable”
in computational terms [55]. Further, it determines what others
should see as the objective truth, filtering out everything that is not
consider of value; as argued by [53], “once a [classification] system
is in place, it becomes naturalized as ‘the way things are.’”. How-
ever, ground truth definition and construction is far from being an
objective process; it is a human endeavor [21, 102], one that entails
negotiation [107], and is constrained by organizational practices,
business goals, and existing technologies [93, 94, 99, 132]. Further,
situated and hierarchical structures and power asymmetries heav-
ily shape the process. For example, for the data annotators, what
guides their interpretation of data is “the epistemic authority of
managers and clients” rather than what is contained in the data
[91, 93].

A growing body of STS and HCI research has demonstrated
that decision-making practices determining the value of data have
important ethical and social ramifications such as injustices in algo-
rithmic systems, extractive data practices, and risks for impacting
the resources of vulnerable populations [97]. Responding to the
critical need for further understanding the data workers’ practices
that lead to these issues, existing research has highlighted that data
science workers’ decisions often respond to the many tensions they
face across the analytics process. For example, they often rational-
ize and decompose data so as to reduce tensions when defining
and enabling the data workflow [101, 107]. Further, they empha-
size value on aspects such a data quality, scale and scope of data,
and data uniqueness to maximize benefits for various stakeholders
[64]. Those involved in the datification pipeline also struggle to
align their views on how to value data or derive value from it. In
the health sector, for example, Thakkar et al. [120] identifies three
points of common misalignment: how to improve data quality, how
to contextualize data, and how to turn data insights into actions.

Developing recommendations and methodologies for assisting
data practitioners in their decision-making process as they develop
what Passi and Jackson [106] define as a “data vision”, or “the ability
to organize and manipulate the world with data and algorithms”,
becomes thus critical. To that end, recent work has proposed a wide
range of actions [35, 43, 67, 97, 114]. Scheuerman et al. [114], for
example argue for a closer look at the trade-offs that highlighting

one value over others can have when dealing with data (e.g., effi-
ciency at the expense of care). Ismail and Kumar [67] recommend
for practitioners to engage in more transparency-related practices
towards their values and goals and especially expose those that are
common for helping produce more balanced ML datasets. A grow-
ing group of academics draw from a decolonial critique approach
to propose different pathways for reforming epistemic practice
[43, 97]. Couldry and Mejias [43] propose to decolonize data rela-
tions via six social-good oriented tasks: reframing what data is for,
restoring well-being, naming alternative world views, gendering,
protecting, and creating new forms of social relations. Mohamed
et al. [97] warn practitioners against seeking a conclusive method
for analyzing the ethical and social harms of a particular technology.
Instead the authors propose three tactics for furthering research
and action in regards to AI and datification: working towards a
critical practice, establishing reciprocal engagements and reverse
pedagogies with those in the periphery, and renewing relations
with political communities.

An area of data use that requires more of such a critical exami-
nation is the role of human interpretation and subjectivity in how
institutions such as NGOs can derive value from social media data.
The large amount of social media data being produced by the sec-
ond for various different topics has shown important potential to
inform decision-making in various fields including mental health
[22, 49, 113, 121], public safety [59, 82, 130] and humanitarian re-
sponse [8, 58, 131]. Existing work on how to derive valuable insights
from social media data, however, has been limited to the evaluation
of computational techniques, particularly machine learning, for
inferring new meanings about people’s behavior across contexts
[22, 39, 48, 50, 113, 128, 129]. Mobilizing user-generated content,
such as social media data, to an institutional context and abstracting
then value from it, entails removing the data from its platform and
context of origin into a different one [36, 45]. Such a shift from sites
of practice demands a purposeful transformation of the content leg-
ibility which entails a series of interpretation-informed decisions,
including which attributes of social media to consider, which to
ignore, how attributes associate with each other and with human
behavior [11, 104, 122]. Outside of the scope of social media data
research, previous research on social science and humanities has
examined the obstacles and implications of data sharing and re-use
across scientific disciplines and how these challenges are bound
to the context of data production [36, 123]. Further, this research
has proposed methodologies and frameworks such as data journey
to examine how data travel from sites of production into sites of
processing and later into markets of use and re-use across diverse
disciplines and institutions [24, 76].

Drawing from this previous work, in this paper we explore the
particularities of social media data re-use in the context of an initia-
tive within a non-profit organization assisted by a mediating data
expert, seeking to provide effective, valuable support to communi-
ties in need. Therefore, our third research question is: (RQb)How do
mediators and NGO teams negotiate what social media data counts
as evidence for their work and what challenges do they encounter?
Specifically, we explore how the culture of objectivity of the initia-
tive as well as the mediating data expert’s commitment to approach
data from a community perspective, shaped the process of defining,
negotiating, and interpreting data, including ground-truth data, to



Mobilizing Social Media Data: Reflections of a Researcher Mediating between Data and Organization CHI ’23, April 23–28, 2023, Hamburg, Germany

inform future interventions. With this reflection, we aim to provide
a more nuanced and detailed understanding of the subjectivities
embedded in the process of mobilizing social media data from their
place of origin to institutional contexts.

3 CONTEXT AND RESEARCH SITE
In December 2019, the World Health Organization announced the
existence of the infectious disease COVID-19, caused by the SARS-
CoV-2 virus, after an outbreak occurred in the Chinese city of
Wuhan [1]. In Mexico, the first confirmed case happened in Mexico
City during the last week of February, and the first death from
this disease in the country occurred on March 18, 2020 [6, 52]. The
Government of Mexico, in coordination with the Ministry of Health,
implemented various measures to prevent and control infections,
including a monitoring system for the regulation of the use of public
space according to the risk of contagion of COVID-19 [2]. At the
time of initiating this research, on February 2020, Mexico City was
on its highest alert level – only essential economic activities were
allowed, which meant the suspension of cultural events and the
closure of schools and retail outlets [44].

It is within this context that the first author collaborated for nine
months in a project with the Accelerator Lab Mexico or AccLab-
Mx initiative,1 which belongs to the Accelerator Lab Network of
the United Nations Development Programme (UNDP), the United
Nations’ lead agency on international development [3]. The Accel-
erator Lab Network consists of 91 labs that support 115 countries
and focuses on working closely with local stakeholders to identify
community-level solutions and new ways of working that have
the potential to accelerate learning on what works and what does
not for new sustainable development approaches. In an internship
with the AccLab-Mx held between January 2020 to March 2022, the
first author participated in field research and facilitated social data
analysis processes.

In May of 2020, the AccLab-Mx launched the project COVID-
19 Social Inventory 2 as part of their overall pandemic response.
The AccLab-Mx’s objective was to learn from local, citizen-based
initiatives and identify insights that might inform the relationship
between these initiatives and existing social capital [90]. In the
following subsections we describe the scope of the project as well
as our role within it. The following descriptions are not a report
of the methods used in this paper. Rather, they explain how our
investigation situates in the specific context of the the AccLab-Mx
and the project it conducted. A description of the method that we
used in the “meta” analysis that we report in this paper follows in
Section 4.

3.1 The Project
The COVID-19 Social Inventory project consisted of identifying the
existing capacities across communities in Mexico City that could
support responses to the COVID-19 health crisis [90]. To that
end, the project focused on identifying and analyzing citizen-led—
individual or collective—initiatives already responding to the crisis.
Specifically, the AccLab-Mx focused on two types of analysis of
these initiatives. Following [9, 10], it sought to unpack the social

1From here on we refer to the UNDP Accelerator Lab Mexico as AccLab-Mx.
2From here on we refer to it as the project.

capital behind citizen-led initiatives; three different types of social
capital were the focus of this analysis: “bonding,” which connects
people within a community; “bridging,” which enables connections
across communities; and “linking,” which connects communities
with government. The AccLab-Mx also wanted to analyze how
these initiatives reflected the different capacities that each alcaldía
in Mexico City was using for responding to the crisis.3

The first step towards analyzing initiatives was to identify them.
The AccLab-Mx created an online survey, inquiring about the pur-
pose, the organizer, and the scale and scope of the initiative. The
survey was distributed during three weeks with the help of 37 col-
laborators from a partner organization and helped to identify 172
citizen-led initiatives. From then on, survey responses consistently
declined. Since the survey was being distributed through the per-
sonal network of the volunteers, the AccLab-Mx concluded that
they had already exhausted all human resources and decided to
explore other forms of data collection.

After internal discussions between the AccLab-Mx, its partner
organization, and the first author about possible paths moving
forward, the AccLab-Mx decided to explore Twitter data as an
option. The first author was in charge of mediating the exploration.
This paper describes the first author’s experience negotiating how
Twitter data was mobilized from its site of production to the context
of the AccLab-Mx, from the moment the use of social media data
was decided to the reporting of insights from the analysis process.

A persistent feeling of uncertainty surrounded the project. Two
factors contributed to such a feeling: For one thing, this was the
first research project using social media data conducted by the
AccLab-Mx. For another, nobody knew exactly how long would the
pandemic last or how it would evolve. At the time of conducting
the survey, Mexico City was on its highest alert due to COVID-
19, and like many other cities in the world, it was in complete
lockdown. The survey had been conducted online because, under
such circumstances, only online-based forms of data collection were
feasible. Following this logic, the idea of transitioning to social
media platforms to continue the search for initiatives emerged in
the discussions within the team. At the team meetings sessions,
some expressed that both social and economic fatigue was probably
the cause of the decline of citizen initiatives. As one of the partners
said:

Social networks are a tool for massive diffusion of in-
formation, and in times of crisis they become a tool for
organization. Now, they [social media platforms] are
again a place to broadcast information.

In Mexico, the predominant social media platforms for commu-
nication are Facebook, WhatsApp, and Twitter. However, current
policies prevent collecting data from Facebook, and gathering data
from WhatsApp requires belonging to a group on the platform.
Informed of these limitations by the first author, the organization
decided to run an exploratory analysis of what Twitter data could
say about social capital and citizen capacity for action in Mexico
City. Twitter, the first author explained to the AccLab-Mx, not only
allows for data collection but is also the third most used social net-
work in the country. According to recent statistics, there are eleven

3Alcaldía refers to a municipality. Mexico City is divided into sixteen municipalities,
each of them under the control of a mayor (alcalde).
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million Twitter users in Mexico, representing 60% of Internet users
between 16 and 64 years old [14].

3.2 The Data Mobilization Process
Using the Twitter API, the fist author collected data between Feb-
ruary 28th and May 17th, 2020 covering both the beginning of the
pandemic—when imported cases where identified—and the com-
munity spread period [6]. The collection of tweets was filtered
using the name of the sixteen alcaldías of Mexico City in combina-
tion with the hashtags and keywords collected in the preliminary
analysis.

After collecting the data from Twitter, the first author imple-
mented a natural language processing (NPL) tool for Spanish lan-
guage to support the analysis of the collected data from Twitter.
The input for the tool was a set of cleaned tweets from an alcaldía
and a set of sentences describing a given citizen-led initiative. A
second stage consisted of further reducing the number of tweets
for qualitative analysis. Using the randomize tool in Excel, the team
selected a sample of 100 tweets per alcaldía. Then, following the
AccLab-Mx’s definitions of “bonding”, “bridging”, and “linking”,
each tweet was categorized into one type of social capital. As a final
step, the AccLab-Mx used content analysis to identify commonal-
ities, distinctions, and relationships amongst the local responses
that citizens, governments, and grassroots efforts were coordinating
per alcaldía to address the challenges of the COVID-19 crisis. The
emerging themes reflected the different manifestations of linking
and bridging across alcaldías. Bonding could not be identified in
this study. This paper’s findings describe in detail the first author’s
experience facilitating this process for the AccLab-Mx and the chal-
lenges they—the first author and the AccLab-Mx—faced down the
road.

3.3 The Mediator’s Role
In this subsection, we provide a description of the nature of the first
author’s collaboration with the AccLab-Mx as a mediator between
data and human resources and the organization itself. As an intern
within the AccLab-Mx, collaborating on the project, the first author
was in charge of the following tasks:

• Assisting with the coordination of the volunteers: Dur-
ing the three weeks in which the survey was conducted, the
first author helped coordinate the volunteers that were in
charge of distributing the survey.

• Qualitative analysis of the survey’s questions: before
shifting to collecting data from social media, the first author
was asked to qualitatively analyze the survey answers to
gain a deeper understanding of the information the AccLab-
Mx was interested in collecting. As a result, the first author
identified a set of characteristics of the citizen-led initiatives
that were relevant for the AccLab-Mx. Based on these char-
acteristics, a definition of what counts as a “citizen initiative”
4 was agreed. The initiatives were organized according to
their purpose, which included food, health, education, labor,
and public communication. As an example, Table 1 shows a

4The AccLab-Mx concluded that relevant “citizen-led initiatives” are individual or
collective actions that aim to address or reduce the negative impact of social, economic,
or health problems caused by the COVID-19.

sample of the attributes collected for initiatives that focused
on food.

• Data collection onTwitter: based on the previously-agreed
definition of “citizen-led initiative,” the first author was as-
signed the collection of relevant Twitter data. She compiled
a list of hashtags, keywords, and social media accounts of
organizers of initiatives coordinated via social media. A total
of 300,361 tweets were collected at the first stage.

As part of the execution of her role as a mediator, the first author
was included in internal communication (verbal and written), team
meetings, and feedback rounds in which the specific definitions
and types of social media data that were relevant to the AccLab-
Mx and the project were negotiated. That position as first-hand
witness and active participant in the project allowed the collection of
ethnographic data that is at the core of the analysis that we present
in this paper. In the next section, we delve into the characteristics
of our method, the specific interactions and negotiations observed,
and the analytical steps that we took to arrive at our findings.

4 METHOD
RQ: What are the implications of mediating how NGOs mobilize so-
cial media data from their site of production to inform institutional
decisions for addressing humanitarian crises?

(1) (RQa) What are the practices that mediators engage in when
supporting NGOs?

(2) (RQb) How do mediators and NGO teams negotiate what
social media data counts as evidence for their work and what
challenges do they encounter?

Following this research question and its sub-questions, we ex-
plore in this paper how the first author worked with the AccLab-Mx
to define how to collect, interpret, and extract insights from social
media data in the context of the COVID-19 pandemic and the project
(see Section 3.1). The motivation for conducting this investigation
is showing how, with the support of a mediating data expert, a
large international organization explores social media data to un-
derstand the role of grassroots initiatives in the unique context
of a Global pandemic. In particular, this research examines—from
the perspective of the mediator—the process that the AccLab-Mx
undergoes to decide on the use of social media data, collectively
create ground-truth data, and negotiate their meaning, including
the limitations encountered all along.

Our analysis is based on nine months of remote fieldwork con-
ducted with the AccLab-Mx in the context of an internship held by
the first author. This investigation is a practitioner-research project
[15, 42, 62] in which we used semi-ethnographic methods such
as participant observations, reflexive first-person accounts, and
the analysis of text documents, especially fieldnotes and memos.
To gain more immersive and participatory access to the negoti-
ations involved in mobilizing social media data, the first author
actively worked in the project for nine months between February
and October 2020, serving as a research scientist working with four
other team members in charge of collecting and analyzing data
as instructed by the AccLab-Mx. During this time, the first author
participated in meetings and feedback rounds, and engaged in email
communication with different stakeholders and the research team.
In total, her engagement comprised around 500 hours in which she



Mobilizing Social Media Data: Reflections of a Researcher Mediating between Data and Organization CHI ’23, April 23–28, 2023, Hamburg, Germany

assisted the AccLab-Mx in various capacities including note-taking,
workshop facilitator, and the collection and analysis of the data
used in the project.

4.1 Data Collection
The data collected consists primarily of interactions among team
members participating in the project, between members of the
AccLab-Mx and project collaborators, and also involving other
stakeholders such as members of grassroots organizations. Those
interactions were registered in detailed notes and memos. In ad-
dition, the first author registered reflexive accounts of her role,
influence, and subjective interpretations about her fieldwork.

Those notes comprise thorough accounts of more than 30 meet-
ings, all of them conducted online. Some of those meetings were
held between the first author and one member of the AccLab-Mx, in
which the first author would provide updates on her work. In other
meetings, especially team meetings, the researcher on the field
would take a rather passive role in which she would listen and take
notes. Those meetings were oriented towards discussing the project
and its main goal, that is, to understand existing capacities via vari-
ous forms of analysis, including measuring three different forms
of social capital—“bonding,” “bridging,” and “linking ”— connecting
communities and governments.

During those discussions, the first author observed the interac-
tions and negotiations between different actors, that would stir the
project in specific directions. In addition, feedback rounds involving
the whole research team, other members of the AccLab-Mx, and
partner grassroots organizations were held periodically. At those
team meetings, next steps would be negotiated, decisions made,
concepts defined, and phenomena interpreted. In total, we collected
and analyzed 70 pages of field notes (including meeting minutes,
observations, and self-reflexive accounts) and 47 documents (in-
cluding instruction documents, email communication, and power
point presentations).

4.2 Data Analysis
Mayring’s qualitative content analysis was applied to analyze that
data in view of the present investigation [85]. This approach aims at
interpreting the manifest and latent content of the material in their
social context and field of meaning, focusing on the personal per-
spective of the actors. This method allowed us enough flexibility to
obtain valuable insights out of the personal notes andminutes taken
by the first author. Some of the topics that had been operationalized
in guidelines followed to conduct the project were indeed related to
our research interest and helped us build deductive categories for
the coding of the material. In addition, room for new categories was
left open, so that they could be added after the exchange between
recorded material and theoretical standpoints had taken place (in-
ductive category formation). The development of coding schemes
for the analysis, including categories and sub-categories, as well
as the coding process itself was carried out in iterations involving
cross-coding between all authors. We strove for interpretations
that are intersubjectively comprehensible [61], exhaustive, and yet
reflective of researchers’ subjectivities.

4.3 Our Positionality
Our reflections on developing approaches to examine social media
data to inform the work of non-profit organizations are shaped by
our collective experience as researchers working with and investi-
gating the production of data. Our decision to examine social media
data re-use with a critical data studies perspective stems from our
scholarly upbringings. We draw from the field of critical data stud-
ies, which argues for understanding data as situated and socially
constructed rather than as an independent entity [79]. Perspectives
from this field provide helpful lenses to outline the implications of
effectively operationalizing the integration of social media data into
institutional contexts to be used as evidence to inform community
and policy interventions.

The first author, who is also the researcher in the field working
with the AccLab-Mx, was born and raised in Mexico City, the place
where this research takes place. She is familiar with the history
of the city and the particularities of most of the neighborhoods.
Although she is originally fromMexico, her postgraduate education
has been in the Global North. At the time of this research, the first
author was an intern at the AccLab-Mx in Mexico. The members
of the AccLab-Mx were aware of her doctoral research and were
supportive when she proposed to conduct the analysis that we
present in this paper in parallel to the official study. In this sense, the
first author considered herself as a mediator between the AccLab-
Mx and the data work.

The second author is an Ecuadorian female professor of Human-
Centered Computing at the Escuela Superior Politécnica del Litoral
in Guayaquil, Ecuador. Her research, engaging in co-design with
various vulnerable communities in the United States and Latin
America is shaped by an assets-based approach; she works with
communities in understanding and leveraging their strengths rather
than trying to fix their deficits or lacks.

The third author is a female, Latin American HCI researcher
working in aGlobal North institution at the intersection of sociology
and computer science. Her work and her analysis of data and data
mobilization is shaped by the specific epistemologies of these two
disciplines— a relationship that is challenging, to say the least.

The fourth author is a male Latin American computer scientist
working in the U.S. His role in this research was to design, im-
plement, and evaluate the NLP algorithms used in the project to
analyze the dataset.

The fifth author is a Caucasian male and associate professor of
Human-Centered Computing in the U.S. His research is focused on
participatory design approaches in partnership with underrepre-
sented and under-served communities.

The role of the second, third, and fifth authors in relation to
the investigation reported in this paper was to extrapolate and re-
interpret data originated in a very specific context, that is, from the
first author’s reflections. In that sense, their task throughout this
investigation has been to help the first author produce self-reflexive
accounts from her fieldnotes, establish inter-subject comprehensi-
bility when coding the data [61], and extract valuable high-level
findings from the accounts reported by the first author.
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5 FINDINGS
Our findings highlight the specific trade-offs, decisions, and as-
sumptions that a non-profit organization might encounter when
working with a mediating data expert to explore how to extract
value from social media data. While these decisions and activities
are rarely discussed by computational social scientists and social
computing researchers analyzing digital traces to characterize and
predict human behavior, they heavily influence the conclusions that
can be drawn from social media data. Our results stress existing
findings on how those decisions are bounded by the organizational
needs and practices of the institutions guiding the work of data.
Further, they provide evidence on the role of the data expert in us-
ing the AccLab-Mx information needs as input to inform concrete
decisions that entailed defining, categorizing, or negotiating with
data.

Our reflexive analysis draws attention to four key moments from
the project in which decisions the first author made with the AccLab-
Mx about how to collect and interpret data from Twitter informed
the project. These four key moments are (1) defining the dataset, (2)
defining ground truth, (3) making sense of data, and (4) extracting
value of data and communicating insights. Each of these moments
is based on the observations and experiences of the first author
working within the AccLab-Mx and will be described in detail in
the following subsections. To improve readability we will refer to
the first author in her role as researcher involved in the project as
“the researcher.”

5.1 Moment 1: Defining the Dataset
The interpretation of data starts with the definition and collection
of datasets, which are never given and are always defined in ad-
vance [4, 30, 47]. The analysis of Twitter data to identify up-to-date
people’s strategies for addressing the COVID-19 crisis across the
neighborhoods—or alcaldías—of Mexico City began by defining
the dataset of tweets to be analyzed. This process required a clear
definition of keywords and time ranges that could illuminate or
obscure patterns of interest. The AccLab-Mx had done work ex-
ploring citizen-led initiatives via surveys and had defined a clear
need for connecting the behavior and capacities of those initiatives
with each alcaldía in the city. Having been a participant during
that previous data collection phase drove the researcher to deem it
critical for the keywords and timeline defining the dataset to stem
from those existing goals and efforts. In that regard, she proposed
the following three considerations for constructing the dataset.

First, she decided to turn to the initial survey’s responses for
guidance on how to identify what tweets described citizen’s ini-
tiatives. For running the surveys, the AccLab-Mx did not need to
define what citizen’s initiatives were; the citizens answering the
survey could easily define them and provide information about
them. When taking this query back to social media data, however,
it became obvious that a definition was needed: an algorithm could
not interpret what citizen initiatives were and decide how to rec-
ognize them on its own. The responses of one of the open-ended
questions of the survey asking for a description of citizens’ ini-
tiatives had information that could help craft this definition. The
researcher, who had helped in the qualitative analysis of these re-
sponses, realized these could provide situated descriptions of how

people characterize the strategies they observed and implemented
in their communities to navigate the pandemic. She read 147 re-
sponses and compiled a list of keywords, hashtags, and social media
accounts of people and organizations that coordinated initiatives.
A more detailed description of the initial sample of keywords is in
Table 1.

Second, the researcher proposed to prioritize the sixteen alcaldías
of Mexico City in how the dataset was crafted by also using the
names of the alcaldías as keywords to guide the data search. For
the AccLab-Mx, it was imperative to gain a localized understanding
of existing capacities, including social capital. Therefore, it was
necessary to associate the content of the tweets with their location.
However, one of the well-reported limitations of using social media
data is determining the exact location of users who produce the
content [45, 68, 74, 96]. While some techniques have been proposed
to navigate this constraint [24, 76], the researcher decided to rather
harness her knowledge of the city’s geographical distribution and
chose to filter the search of tweets using the names of alcaldías.
Ensuring the tweets obtained did refer to alcaldías of Mexico City,
however, required more than just using the names of alcaldías to
filter the data search. Iterative manual analysis of small amounts of
data related to citizen initiatives and collected using the first set of
keywords, showed that people on Twitter tended to use acronyms
and abbreviations when mentioning the name of their alcaldías.
Consequently, different terms to refer to alcaldías of the city were
incorporated into the search criteria for tweets. 2 describes the
variations in the names of the neighborhoods in Mexico City.

Also, when applying the name of alcaldías as keywords, some
tweets were not about the municipalities within Mexico City but
other towns and cities across the country that share the same name
(e.g., Venustiano Carranza 5). These mixed results led the researcher
to document and keep track of which alcaldías’ names were more
likely to return a larger number of tweets that corresponded to
different places than the ones the team was documenting. Over-
all, the researcher’s proposal to include the name of alcaldías as
search criteria and process to maximize the accuracy of the results
allowed for certain nuanced tweets, which would not have captured
otherwise, to emerge. For example, we identified the communities
of chinamperos 6 , who are exclusively located in the alcaldía of
Xochimilco. During the pandemic, they organized via online chan-
nels to sell and ship their crops across Mexico City, creating supply
networks with other alcaldías.

Third, the researcher recommended to the AccLab-Mx to care-
fully define the time frame to examine. This was critical due to
the fleeting nature of citizen initiatives [63]: while there can be an
intense presence of efforts at the beginning of a crisis, they tend to
disappear as time goes by. The question for the AccLab-Mx, thus,
was “what counts as a citizen-led initiative that is worth analyzing
based on the time it took place?”. After discussing it, members of
the AccLab-Mx decided they were interested in understanding how
people organized at the beginning of the pandemic until the govern-
ment enforced the most strict lockdown. Therefore, the researcher

5There are four towns in the country called Venustiano Carranza, and each of them is
in a different state.
6Chinamperos are farmers that use chinampas, which are an agroecosystem of pre-
Hispanic origin, artificially built in areas of the lake of Xochimilco [111].
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Category Hashtags Keywords Text Description

Alimentos

#ComidaParaHeroes,
#mercadoSolidario,
#ConsumeLocal,
#CanastaVerde

Frutas, verduras, vales,
despensa,comida, alimen-
tos,hortaliza, mercado, restau-
rante, fonda, productor, agricola,
cocinar, gastronomico, agricul-
tor, huacal, viveres.

Caravana que acerca la
venta de frutas y verduras
a precio solidario a distintas
colonias en Tlahuac.

Food

#FoodForHeroes,
#solidarityMarket,
#consumeLocal,
#GreenBasket

Fruits, vegetables, vouchers,
pantry, food, food, vegetable,
market, restaurant, inn, pro-
ducer, agricultural, cook,
gastronomic, farmer, huacal,
groceries.

Caravan that brings the sale
of fruits and vegetables at
a solidarity price to different
neighborhoods in Tlahuac.

Table 1: A sample of hashtags, keywords, and text description extracted from the initiatives collected through the survey. The
first row shows the original text in Spanish, and the second row shows the translation in English.

Name of the neighborhood Initial wording Alternative abbreviations and
acronyms

Gustavo A. Madero Gustavo A. Madero GAM, gamadero

Venustiano Carranza Venustiano Carranza V.Carranza

Benito Juarez Benito Juarez B.J

Table 2: The first column contains the original names of the neighborhoods. The second column includes the initial wording
used in the first search. Lastly, the third column shows the abbreviations and acronyms collected on Twitter.

collected data from February 28 until May 17, 2020. These dates cor-
responded to the day when the Mexican health ministry detected
the first imported cases of COVID until the day that community
spread was declared, resulting in the lockdown [44, 52].

Applying these keywords and filters as criteria for searching
data allowed for 300,361 tweets to be collected and used in the next
phase.

5.2 Moment 2: Defining Ground Truth
Once the dataset to be analyzed was defined, the next goal for the
AccLab-Mx was figuring out a way to examine what these tweets
could say about citizen-led initiatives’ capacities. In particular, the
AccLab-Mx was interested in identifying the three different types
of social capital that [9, 10] proposed to understand possibilities
for action, locally (i.e., “bonding”, “bridging”, and “linking”g). It
was, thus, critical for the researcher to help the AccLab-Mx identify
canonical examples that could be associated with these forms of
capital, leading to the definition of ground-truth. Ground-truth
labeling of the data is a standard practice within the context of
Machine Learning (ML) [21, 93, 102] that defines what a ML models
should learn to mimic. Ground-truth data is created in a process
that includes the ascription of specific meanings to data through
labels which are typically based on the assumption that there is a
single right answer for each data point and labelling instance [20].

While at this point of the project, the researcher had not yet de-
cided what model to use for the analysis of tweets, she did know
that she would use ML to analyze the dataset, making it necessary

to define the ground truth. That is, what would make tweets to fall
into the “bonding”, “bridging”, or “linking” classification. While the
AccLab-Mx had given the researcher an explicit definition for each
term, the representation of these phenomena in Twitter data was di-
verse. As such, the researcher had to engage in a negotiating process
with members of the AccLab-Mx to co-develop more precise—but
also situated—definitions together with canonical example of these
behaviors.

To this end, the researcher held a calibration session with the
AccLab-Mx team where she showed them a selection of tweets that
she thought could encode the characteristics that they envisioned
for each forms of social capital. To better illustrate how the negoti-
ation and agreement around the ground-truth data took place, we
describe in the following how the categories “bonding”, “bridging”,
and “linking” were discussed and defined.

“Bonding” was defined at first by AccLab-Mx as “the connection
among individuals that share similar characteristics.” The researcher
struggled to envision tweets that could fit this category; it sounded
too broad and ambiguous for her and asked for clarification. The
AccLab-Mx reframed their understanding of bonding as “the in-
teraction of people that belong to equal or similar social groups,
or that belong to the same community.” The overall goal behind
this definition was to determine the existing capacities of similar
groups in coming together to support the same goal. The researcher
searched for tweets that met this definition but only found one.
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The tweet in question is shown in figure 2 7 and describes how the
families of incarcerated people organized donations of medicine
to the prisons. Since the families organized the donations, the re-
searcher inferred that aid was occurring between “similar groups,”
as required by the “bonding” definition. The AccLab-Mx agreed
that this type of tweet reflected what they were looking for; that
is, which groups of people were helping each other. Due to the
difficulty of finding other examples in which the involvement of
“similar groups” would be clear, however, the researcher suggested
not to continue searching for this type of social capital and the
AccLab-Mx agreed.

“Bridging” was defined as the relationship between groups of peo-
ple who seem to have less in common. This concept could enable the
AccLab-Mx to identify the types of groups that were in need for
help and the ones that where able to provide help. As the researcher
searched for exemplar tweets that could be classified as bridging,
her main concern was how she should determine that the groups
interacting were different. In the first calibration session, the re-
searcher showed the AccLab-Mx team the tweets in figure 1 as she
considered them to reflect a connection between different groups.
However, members of the AccLab-Mx decided that only tweets sim-
ilar to figure 1a and figure 1b should be classified as “bridging” for
only those showed a clear difference between the group of people
providing help and the group receiving aid. The tweet in figure 1c
was not considered an appropriate example of “bridging” because it
was about a business focusing on payments, package delivery, and
food collection rather than voluntary assistance. Thus, it was estab-
lished that “bridging” tweets should provide enough information
to identify the group or individual offering help as well as the one
receiving it, and that it is a voluntary donation and not a business.

“Linking” was defined by the AccLab-Mx as “a type of social
capital that describes the formal and informal relationship between
citizens and government authorities.” This information could shed
light on the different capacities that local authorities had and the cit-
izens’ abilities to engage with such capacities. Based on this defini-
tion, the researcher initially sought tweets that described programs
and actions organized by government staff to serve the citizens and
to reduce the impact of COVID-19 (see figure 3). For instance, for
the researcher, the tweets in figure 3 classified as “linking” because
they described government initiatives. Tweets related to different
institutional actors also fit the researchers’ understanding of linking
(e.g., 3a published by the mayor of the alcaldía Iztapalapa, 3b pub-
lished by the Mexican newspaper La Jornada, and 3c published by
a citizen about the the alcaldía Iztapalapa). While the AccLab-Mx
team agreed that these tweets represented “linking”, one teammem-
ber also raised the concern that these tweets might be too limiting
in terms of the government-citizen interactions they showcased:
“we do not want to put together a catalogue of all the government
initiatives in response to the pandemic.” The AccLab-Mx team then
further reflected on their goal; they wanted to gain deep insight
about governments’ different levels of resourceful and creative
behavior for supporting citizens during the crisis. This entailed
COVID relief efforts and beyond. These reflections helped the re-
searcher to look at the collected tweets from a different light; she

7To maintain the anonymity of the citizens from whom we use tweets, we removed
the user name and avatar.

no longer restricted her exploration to government’s relief efforts
but included any type of citizen-government interactions. Those
tweets did offer more details of how varied alcaldías’ ideas and
capacities were. For example, while the mayor of alcaldía Xochim-
ilco advertised the creation of WhatsApp groups to communicate
directly with residents, the mayor of alcaldía Azcapotzalco, adver-
tised YouTube broadcasts and videos about government programs
updates. She now also considered tweets such as 4c, which high-
lighted that, in this alcaldía, existing capacities motivated citizens
to report crimes to the authorities. Historically, this is not how citi-
zens behave in Mexico; high levels of distrust towards authorities
prevent crime reporting from taking place [5]. 8 In broadening the
criteria for classifying tweets as “linking”, thus, more interesting,
promising local behaviors were able to emerge.

5.3 Moment 3: Making Sense of Data
Once the AccLab-Mx and the researcher defined what counted as
ground truth, the researcher conducted a first iteration of analysis to
explore the type of insights and outcomes that could be of interest
to the AccLab-Mx. The researcher began by classifying some tweets
according to their characteristics as “linking” or “bridging”; she did
not categorize any tweet as “bonding” because it had been decided
that category would be left out. While classifying the tweets, the
researcher began reflecting on what could be the potential insights
that this analysis could engender, and in particular, what of these
insights could be of value to the AccLab-Mx.

The previous survey work the AccLab-Mx conducted suggested
a desire for an exhaustive report of all relief initiatives, citizen-
and government-led. After reviewing and classifying tweets, the
researcher understood, however, that the observations she had col-
lected from Twitter would never be able to provide such a report.
While a Twitter data analysis could indeed identify initiatives, it was
hard, if not impossible to ensure this data could really represent all
existing initiatives. A richer finding, the researcher thought, would
be a descriptive narrative of the collective organization across Mex-
ico City; that is, nuanced evidence of local collective responses,
as well as capacities, limitations, and other particularities of each
alcaldía. Therefore, rather than quantifying citizens’ initiatives, the
researcher focused on identifying the communities’ capacities that
other research methods used by the AccLab-Mx (e.g., government
statistics) could not uncover or explain. This approach is consistent
with a perspective that understanding data is situated and socially
constructed [45].

The decision of unpacking people’s ongoing reactions to the
pandemic from Twitter data entailed a shift of perspective for the
AccLab-Mx. It was now needed to conduct another calibration meet-
ing to give a new look at the previously collected tweets and decide
how to distill full narratives about communities’ capacities from
them.When re-examining tweets describing “linking” social capital,
one of the AccLab-Mx team members pointed out that, to really

8For the last ten years, the results of the National Survey of Victimization and Per-
ception of Crime (In Spanish Encuesta Nacional de Victimización y Percepción sobre
Seguridad Pública - ENVIPE) have stated that more than 80% of crimes are not reported
to the police. In fact, the last edition of the ENVIPE reported that in 2019 the population
in Mexico suffered more than 30 million crimes, of which 92.4% were never reported
to the authorities. According to the survey, victims decided not to report the crimes to
the police because 36.3% consider it a waste of time, and 17.5% distrust the police.
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(a) Tweet describing a restaurant’s initiative
that donated 150 dinners for medical staff

(b) Tweet from a citizen showing a group
of neighbors donating food

(c) Tweet of an emerging business focused
on helping people running their errands

Figure 1: Examples of the type of tweets the researcher associated with the category of bridging

Figure 2: Example of a tweet categorized as bonding

understand the impact of government authorities’ tweets on citi-
zens and communities, it was critical to pay attention to people’s
reactions. Specifically, he made a call to consider the number of
likes and retweets, as well as people’s comments to government’s
tweets. He argued that documenting “linking” social capital only
from the perspective of government’s posts was “like recording half
of the conversation”. For the AccLab-Mx team, it was becoming
clearer that tweets entail two-way interactions between different
actors, in this case, between government and citizens. To fully un-
derstand Twitter data, thus, they requested these interactions to be
documented and analyzed. The researcher, then, recorded the likes
and retweets along with the original tweets that she had classified
as “linking,” and added memos based on the tweets’ comments.

In regards to the tweets classified as “bridging”,members of the
AccLab-Mx also discussed additional information to consider for

gaining a more complete understanding of this social capital. They
concluded that, for each “bridging” tweet, it was important to doc-
ument the organizers and target populations as essential context-
based information.

5.4 Moment 4: Extracting Value of Data and
Communicating Insights

After defining the dataset (see 5.1), the ground truth (see 5.2), and
the additional information needed to ensure the tweets could help
generate valuable insights (see 5.3), the researcher used a combi-
nation of ML and qualitative methods to actually extract these
insights from the dataset. At this stage, the researcher began to con-
sider what would be the most appropriate way to communicate and
present the findings to the AccLab-Mx. To that end, she struggled
with two challenges. First, how to help the AccLab-Mx recognize
that, in coming from social media data—that was taken out of its
site of production and re-used for meeting the AccLab-Mx goals,
the findings were coming from incomplete data. Second, how to
organize the findings—which entailed a descriptive narrative rather
than numbers and statistics—in ways that could be of value to the
AccLab-Mx.

The first challenge entailed raising awareness to the AccLab-
Mx about the nature of the findings that social media data can
produce. The researcher’s familiarity with literature discussing the
limitations of representation within social media datasets made
her keen to prevent the AccLab-Mx from seeing the findings as
an objective, indisputable truth. Further, she knew the importance
of making the AccLab-Mx aware of how their analytical path—
from the definition of the dataset onwards—created a series of
biases precisely feeding into those limitations. To promote a more
critical approach to the AccLab-Mx understanding of the findings,
she chose to start her presentation by explaining the incomplete
nature of that data that produced these findings. She then used the
memos about each decision behind the dataset construction that
she recorded throughout the data analysis process to communicate
the constraints of the data and the findings to the AccLab-Mx. In
particular, these memos were useful to provide the AccLab-Mx with
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(a) Tweet from the mayor of the Iztapalapa
alcaldía describing the food programMer-
comuna

(b) Tweet from a newspaper with a video of
cleaning squads sanitizing irregular settle-
ments

(c) Tweet from a citizen thanking the
mayor’s office for the sanitizing squads

Figure 3: Tweets showing targeted actions that the mayor’s office of the alcaldía Iztapalapa undertook regarding food and
public health.

(a) Tweet from the mayor of the alcaldía Iz-
tacalco advertising the recording of a video
conference on YouTube

(b) Conversation between a citizen and
Twitter’s official account of alcaldía Izta-
palapa regarding a food program

(c) Citizen’s report to the C5 (govern-
ment video monitoring and emergency ser-
vice) about people drinking alcohol on the
streets

Figure 4: Examples of multiple engagement strategies between government staff and citizens.

examples of how specific decisions shaped not only the dataset but
the insights that were derived from it.

The second challenge was one of information presentation and
organization. While the AccLab-Mx and the researcher had agreed
for the findings to be narrative-based, presenting such narratives
so as to elicit insights that retained the context in which the so-
cial media data was originally produced, was a challenge [36, 45].
Knowing that the context of production would most likely get lost,

throughout the process the researcher kept a log file recording the
nuances behind each tweet. For example, in the log, each tweet was
classified as either “linking” or “bridging” and each was recorded
together with information about the initiatives the tweets described,
including the target population, people’s reactions (only for link-
ing tweets), government-citizen communication methods (only for
linking tweets), and initiative organizers (only for bridging tweets).
When it came the time to present findings to the AccLab-Mx, the
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researcher went back to the log in search for guidance on how to
organize such findings. She realized the tweets also provided rich
information about the purpose of initiatives (e.g., securing water,
covid testing, etc.) and the social context of each alcaldía, including
local problems, assets, and existing infrastructures.

The researcher’s experience with the AccLab-Mx, not only during
the social media data analysis process but during the survey data
collection, allowed her to realize this information also entailed
a critical finding. For the AccLab-Mx, it was relevant to gain a
granular and nuance view of how citizens, local governments, and
non-profit organizations were organizing both on each alcaldía
and in the city as a whole. The goal was for that view to spark
ideas for collaborations and interventions in the city. She, thus,
decided to present the findings dividing them in three categories:
findings about social context, about “linking”, and about “bridging”.
As shown in Figure 3, each category offered a summary of the
information recorded in the log file. These categories highlighted
which groups were helping each other, who was providing help,
who was receiving it, and which were the pressing needs the non-
profit sector was covering. The findings showed grassroots and
nonprofit organizations were organizing most of the collective
responses through donations.

6 DISCUSSION
Making sense of data to obtain value from it is a collective effort
[103] constrained by tools [60, 110], disciplinary contexts [101, 106],
organizational hierarchies, and power dynamics [92, 93]. Previous
work in the fields of HCI and Critical Data Studies has developed
recommendations and frameworks that draw from decolonial and
feminist lenses to inform and guide practitioners in their perspec-
tives when working with data [35, 43, 53, 97]. Similarly, various
methodologies have been developed to uncover the multiple ele-
ments involved in the making and understanding of data [24, 76],
thus, responding to the call of developing methods that provide a
more situated and reflexive approach [35, 79, 95, 106, 107] rather
than falling into the reductionist and technocratic epistemologies,
which assume that data are objective and neutral [46, 79]. However,
most of these previous efforts have focused on traditional types
of datasets (e.g., government records, census data, etc.) and data
collected by non-profits about their operations. Our investigation
expands this line of inquiry with a set of reflections to guide data
practitioners of non-profit organizations in their decision-making
process when dealing with social media data.

Integrating social media data—which is often produced in highly
particular contexts—into the work of non-profit organizations in
the humanitarian space creates new demands on those involved in
the value-discovery process of data. Specifically, the use of these
data requires those conducting the analysis (e.g., data experts) as
well as those consuming the findings (e.g., non-profit organizations
and policy-making actors) to attain a rich, in-depth understanding
of the potential advantages, constraints, and risks of using this type
of data. The particular limitations of social media data—including
limited representation of perspectives and the challenge of preserv-
ing context—demand organizations to be extra careful and strategic
when drawing insights and translating them into humanitarian
responses [25, 45, 104, 122]. As the analysis in this paper suggests,

social media data limitations cannot simply be addressed through
computational techniques.

Building on our analysis, we now unpack three assumptions that
researchers using computational techniques to promote the use of
social media data in non-profit organizations might face throughout
their journey. To promote reflexivity upon each assumption, we
provide in the next subsections a set of questions derived from
our analysis. These questions are relevant for data experts seeking
to support non-profit organizations. In doing so, we contribute to
existing work proposing guidelines and frameworks for engaging in
data work from a situated perspective. In line with Mohamed et al.
[97], the questions we pose do not sum up to a conclusive method
nor a prescriptive guideline. They are prompts for supporting data
experts as they confront the following assumptions about the use of
social media data in the humanitarian sector [53, 79]: First, that the
use of social media data is straightforward, fast, and less expensive
than using other types of data. Second, that the assumed objective
nature of the findings is the main value that social media data
provides to organizations. Third, that the effectiveness of the data
expert’s work is based on the computational methods they use and
not on the situated knowledge of the data expert.

To summarize, the contribution of this research is the empirical
evidence of the limitations that entail integrating social media data
into the work of non-profit organizations and the questions we pro-
pose to data experts to prompt reflection in identifying and facing
the limitations of this type of data. In the context of humanitarian
work, these limitations require constant reflection and revision as
they can have an immediate impact on communities’ well-being
and livelihood.

6.1 Assumption 1: The use of social media data
is straightforward, fast, cost-effective

Increasingly, a range of actors in the field of humanitarian action
are proposing the analysis of social media data as a promising path-
way for non-profit organizations [54, 87, 89]. Various factors could
lead organizations to rush into this option. By conveying a sense of
being abundant, openly available, and entailing a deluge of different
experiences and opinions [78, 80], social media data tends to be
portrayed as an efficient and effective solution to inform organiza-
tions’ operations for 1) knowing how to deploy their resources [8];
and 2) reporting impact back to funders [40, 80, 89]. Further, and
perhaps more concerning, organizations can perceive the use of
social media data as an easy and quick step towards technological
innovation, which has increasingly been presented as a need for
those deploying humanitarian support on the ground [69, 89].

However, our analysis of the first author’s experience clarifies
that distilling value from social media data is not a quick nor cost-
effective solution. As we saw, the abstraction of value from social
media demands at least three types of resources from non-profit or-
ganizations: time, flexibility, and freedom. The process was not only
time-intensive, demanding various calibrating sessions for review-
ing the nature, potential, and implications of different tweets, but it
also required much expertise from the mediator to guide the team
during those sessions. As such, a situated social media data analysis
entails laborious tasks similar to those demanded by qualitative
data analysis as Maitland et al. [81] reported. More importantly,
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Category Subcategories Description

Social Context: Tweets that refer to
social problems of alcaldias

Infrastructure
Refers to the public resources of
the alcaldias

Local Problems Situated issues

Community Assets Local capacities

Linking: Ties between communities
with local government

Type of initiatives
Documented and categorized
the purpose of initiatives

Target Population
Documented and categorized
the groups of people that bene-
fit from government’s initiative

People’s reaction
Registered number of tweets,
likes and comments

Classified comments into three
categories: complaint, approval,
other

Communication between
government and people

Make memos describing the
methods each alcaldia used to
communicate with the people

Bridging: Connections across com-
munities

Type of initiatives
Documented and categorized
the purpose of initiatives

Target Population
Documented and categorized
the groups of people that bene-
fit from the initiative

Organizers
communities and organizations
that coordinated the initiatives

Table 3: Categories of analysis used to inform the organization

as the analysis shows, the process required willingness to revise
and flexibility to fail. For example, when the researcher expressed
confusion about the definition of “bridging” that the AccLab-Mx
collaborators were abiding by, they were open to reconsidering it.
Further, when not enough tweets emerged depicting the concept
of “bonding”, the AccLab-Mx was able to admit not using social
media data to find evidence about that type of social capital. Lastly,
the AccLab-Mx had the freedom to accept that the results would
no longer be the numbers and statistics it was looking for and was
open to accepting narratives instead.

Due to the nature of this particular organization—large, transna-
tional, and resourceful—time and expertise were not significant
constraints. Moreover, the raison d’être of the division conducting
the project within the AccLab-Mx also afforded it the freedom to
fail; it was created precisely to explore innovative solutions to hu-
manitarian relief problems. As such, its use of social media data
was only one option amongst many that were being explored si-
multaneously by other teams. For most organizations in the area
of humanitarian action, especially the small ones working close to
communities, time, expertise, willingness to revise, and flexibility
to fail are extremely scarce resources. Most non-profits engage in
highly informal operations, led by creativity and need rather than
by data analysis expertise [27, 56, 73, 109]. If they happen to engage
with data experts, these are not necessarily part of their everyday

staff [56, 72] and thus, cannot really walk the organization through
the exploratory process that social media data requires. Further,
these organizations cannot afford either time to explore or failure:
they often must act as quickly as possible to respond to urgent
needs they witness on an everyday basis. While social media data
analysis demands particular resources, our work suggests it is not
a quick solution for the labor demands that data analytics poses to
organizations [101]. Considering these resources and workloads
demands, thus, should not be dismissed when deciding what data
non-profit organizations can use.

Our analysis highlights that before recommending organizations
to explore social media data, data experts and researchers need to
carefully guide them in a self-assessment process. To do so, they can
ask themselves and the organization “what human resources does the
organization have?,” “what level of pressure to act is the organization
facing?,” “what exploration spaces can it afford?,” and “in which cases
can it revise or reconsider the goals it is trying to pursue?.”

6.2 Assumption 2: Objective findings are the
main value that social media data provides

Organizations in general engage in datafication processes intend-
ing to obtain valuable results [26, 98]. For non-profit organizations
working in humanitarian contexts, valuable results from datafica-
tion entail evidence for deciding when and where to act (e.g., the
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number and type of resources to mobilize and the communities
that are in most need) as well as for reporting results to funders
[26, 29, 34, 98]. Thus, what these organizations expect to gain from
the data is tied to an idea of an objective truth that can guide their
actions [89, 127].

Previous work has strongly contested the idea that the value
of datafication can lie in the objective identification of meanings
and patterns from data [33], helping measure or giving visibility to
problems [67]. The notion of objectivity in data value disregards the
intrinsic incompleteness of big data —and thus, the uncertainties it
raises when trying to use it for making decisions—as well as the
difficulties that organization’s stakeholders face to negotiate what
is of value to them [110, 120, 127]. Indeed, data analysis is a work
of articulation plagued by moments in which human decisions and
interpretation remove the possibility of obtaining “objective” results
that represent absolute truth [46, 79, 81].

Instead, academics increasingly advocate for understanding the
value of data in terms of the incomplete and imperfect stories it can
tell about the research context, including the relations that it can
highlight [26, 33]. Our findings extend that work by highlighting
that, in the context of non-profit organizations using social media
data to inform humanitarian work, such valuable, imperfect stories
do not emerge as an outcome of data analysis but lie within the
data analysis process.

The value abstracted from the project described in this paper, for
example, lies in the narratives that the researcher presented, which
revealed other actors and dimensions of the examined problem
that the AccLab-Mx had not considered before. Moreover, there
was also value in the revisions and reflections that the analysis
process prompted. Every time the researcher and the AccLab-Mx
team faced situations that demanded them to rethink their beliefs
and definitions (e.g., what does it mean for two citizen-led initiatives
to “belong to equal or similar social groups”?, what nuances the
concept of linking should consider?, what to extract from Twitter if
not the number of all citizen-led initiatives in the city?) they gained
a more situated understanding of their assumptions, the context in
the city of Mexico, and what Twitter could and could not offer them.
All these forms of understanding, which helped the organization to
reframe what data is for, added important value to the AccLab-Mx
[43].

Our findings confirm what previous research has pointed out in
terms of challenges when extracting value or actionable insights
from data [81]. The insights we present in this work contest the
notion that data-related work is neutral and instead demonstrate
that abstracting actionable knowledge from social media data is
a process contingent on the organizations’ needs and requires ac-
knowledging the particularities of the data. For organizations that
deliver humanitarian relief, integrating social media data into their
work entails recognizing that data alone cannot fully reflect con-
ditions “on the ground” [26, 33, 38]. Instead, organizations should
approach user-generated content as a starting point that needs to
be completed with additional information using other sources of
data and methods.

When supporting the analysis of data for organizations, research
has reported that the data expert can greatly contribute to organiza-
tional memory and knowledge-sharing [56]. As our findings show,
in the context of mobilizing social media data for non-profits and

grassroots organizations, the data expert has yet another critical
role: that of helping the organization recognize and appreciate these
unexpected forms of value, to “reframe what data is for”, which
Couldry et al., recommend for decolonizing data [43]. To that end,
it becomes important for the data expert to continuously ask them-
selves: “what are the concepts, frameworks, and beliefs about human
behavior that the organization has?,” and notice when breakdowns
in the analysis forces it to revise them. Data experts can also ask
“what are the types of decisions that the organization plans to inform
through social media data analysis?” and then, engage the organiza-
tion in discussions about how changes in concepts and frameworks
might entail a change in the feasibility of attaining their end goal.
As we saw, rather than failures, those moments are opportunities
for organizations to not only redefine what they seek and need
but to grow a critical understanding of how and when to resort to
social media data for adding value to their operations.

6.3 Assumption 3: The effectiveness of the data
expert’s work lies in the computational
methods they use

A widespread assumption in work based on social media data is
that its effectiveness lies in the methods used for the analysis, espe-
cially if the analysis is based on computational techniques [45, 55].
Loukissas [79] challenges such a belief by encouraging data practi-
tioners to develop methods that consider the context where data is
generated as part of the data analysis. This can help bring a more
meaningful and responsible interpretation and use of data. Our find-
ings show that, in the context of social media data, Loukissas’ call
remains relevant: the researcher’s commitment to developing con-
textualized methods had a critical role in the process of mobilizing
Twitter data from their site of production to the context and goals
of the AccLab-Mx. The researcher made sure that the AccLab-Mx
would choose a social media platform that was relevant for Mexican
citizens, proposed keywords such as the names of alcaldías, that
would emphasize data’s geographical context, and iterated on the
use of the keywords to ensure they would provide as much rich
information about alcaldías as possible.

In this sense, it is critical that data experts continuously reflect on
their positionality and how it affects their data analysis abilities and
decisions. This includes clearly identifying from the very beginning
where they stand with respect to the type of results that can be
drawn from the data. It also includes knowing the advantages and
limitations of their cultural background, and of their level of under-
standing not only of the organization’s goal but of the organization
itself. This form of positionality is key to developing much-needed
contextualized methods to mobilize social media data.

In the case of the researcher, she knew from the beginning of her
work relationship with this initiative’s team to a critical understand-
ing of social media data’s capacities and limitations. Her familiarity
with the Critical Data Studies literature gave her a rich understand-
ing of the negative impact that portraying social media data as a
complete, objective solution could have for the AccLab-Mx [45, 53].
To promote a situated and critical perspective on the implications
of using Twitter data, thus, she documented all the decisions of
the process, emphasizing those that implied a loss of context or
leaving aside nuances that could not be recovered later. Researchers
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engaging in mediating social media data work, thus, need to ask
themselves “What are my expectations in working with a non-profit
organization?,” “What potential negative effects do I foresee in intro-
ducing social media data practices to the organization?”, “What do
I feel is my responsibility in the way the organization perceives the
potential of social media data?”

Reflecting on one’s cultural background, as our findings show,
also plays a critical role when approaching social media data from
a local perspective. It remains critical to recognize the role of our
lived experiences in our ability to interrogate how data contributes
to “the current configuration of structural privilege and structural
oppression” [53]. Data experts who are not familiar with the context
they are examining need to reflect on what they might be missing
and how that might impact the organization. In the case of the
researcher, it was not only her formal understanding of Mexico
City but also the informal one gained after growing up and living
there for twenty years, which led her to recognize abbreviations of
the alcaldías’ names in the tweets she reviewed. Furthermore, she
noticed when certain tweets were about different places from those
the AccLab-Mx was interested in examining. If she had not had this
knowledge, all this information about citizens’ initiatives would
simply have been lost. The researcher’s approach illustrates what
Loukissas refers to as reading data in place, i.e., seeing data within an
interpretive context [79]. Approaching data from a local perspective
can help to understand their limitations and biases. Neglecting the
local specificity of data might hinder finding appropriate forms of
social advocacy [79]. When the data expert is not familiar with
the context, they need to ask themselves “What are the potential
problems that can arise if I try to interpret language, culture, and
beliefs that I am not familiar with?.”

Finally, our findings suggest that to ensure data is contextualized,
a data expert needs to be able to always connect the data analysis
process with the goals and work that their organization undertook
before. Although the relationship of the researcher with the AccLab-
Mx was temporary, she had been involved in many other data
collection tasks before working with them on the social media data
project. She, thus, understood not only the goal of the AccLab-Mx
but what such an initiative had been doing and was doing in parallel
to the work she was leading. This allowed the researcher to suggest
alcaldías as keywords to filter, to use survey responses for defining
what a citizen-led initiative is, and how to organize information
in the presentation of the results. Before recommending pathways
of action with data, it becomes, thus, essential for data experts to
realize these recommendations cannot happen in a void and ask
themselves “what decisions have the organization already made?,”
“what data has it previously collected and why?,” and “how do the
organization’ current goals relate to previous work and goals?”.

7 CONCLUSION
In this paper, we reported on nine months of fieldwork collabo-
ration with the Accelerator Lab Mexico mobilizing social media
data to define, identify, and categorize grassroots citizens initia-
tives aimed at addressing the social and economic challenges of
the COVID-19 health crises in Mexico. Our findings showed four
moments of negotiation that shape the mobilization of social media

data as well as the insights that data is able to provide: (1) the defi-
nition of the dataset, (2) the establishment of the ground truth, (3)
the sensemaking of the data, and (4) the extraction of insights and
value. Those moments are signed by the goals and capabilities of
humanitarian organizations, as well as the on-the-ground knowl-
edge and positionality of the researcher mediating between NGO
and data. In light of these findings, we discussed and challenged
common assumptions about the use of social media data as being
cheap, straightforward, and fast, and provided valuable lessons for
data experts collaborating with non-profit organizations to mobilize
social media data, extract insights, and, ultimately, inform paths
for action in crisis-affected communities. We recognize that the
findings we present are limited by the uniqueness of the COVID-
19 crisis, the characteristics of Mexico City, and the questions the
organization aimed to inform with the Twitter analysis. Ultimately,
these conditions defined the methods and decisions the first au-
thor followed. Despite these limitations, the reflexive questions we
propose in this work aim to be reflexive rather than prescriptive
in recognition of the fact that engaging with the locality of data
prevents strong moves toward generalization.
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